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Preface

This book contains revised papers from the ERP Future 2016—Research Conference,
held in Hagenberg, Austria, in November 2016. The 12 papers presented in this volume
were carefully, peer-reviewed and selected from a total of 29 submissions.

The ERP Future—Research Conference is a platform for research in ERP systems
and closely related topics such as business processes, business intelligence, and
enterprise information systems. The submitted contributions cover these topics from a
business and a technological point of view, with high theoretical as well as practical
impact.

February 2017 Felix Piazolo
Verena Geist
Lars Brehm

Rainer Schmidt
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Introduction of Enterprise Systems



Key Factors for Successful ERP Implementation:
Case Studies from Private and Public

Organizations in Thailand

Paweena Wanchai(✉)

Department of Computer Science, Faculty of Science,
Khon Kaen University, Khon Kaen, Thailand

wpaweena@kku.ac.th

Abstract. Enterprise resource planning systems (ERP) are increasingly being
adopted by organizations in developing countries. The objective of this study is
to understand the processes and explore the key factors affecting ERP imple‐
mentation in organizations. To derive the factors and to examine the situation of
ERP implementation, this study conducts case studies of ERP implementation in
private and public organizations in Thailand. The research offers an explanation
of the differences in ERP implementation in relation to their organizational and
cultural setting. The result from this study can be used as a guide for management
in organizations planning to implement ERP to foresee and handle with such
issues pertaining to the phenomena effectively.

Keywords: ERP system · Critical success factors · ERP implementation · Case
study · Developing country · SAP

1 Introduction

The ERP system consists of different functional modules which are integrated by the
software architecture and used by organizations to enter, manipulate, process, deliver
data with the inbuilt business practices in real time across internal and external partners.
The different modules are linked by the ERP system and the central database collects
data from the different modules and makes it available for all business activities and
functions. There are significant benefits to implementing ERP systems. They include
improvements in managing human resources and payroll, customer service, scheduling
production and inventory management [1]. The success of ERP in developed countries
has stimulated developing countries to adopt this system into their organizations in order
to compete in an increasingly competitive environment. Organizations in the developing
country context pursue ERP systems for similar reasons to organizations in the devel‐
oped countries: mainly to support their growth beyond what their previous in-house
developed systems allowed and to stay competitive with other organizations globally.

However, using an off-the-shelf solution from a developed country in a developing
country will often result in large design-reality gaps [2–5]. This is due to many factors,
such as differences in working cultures, skill sets, access to technology and relevant
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infrastructure [6, 7]. Many difficulties have been faced when implementing and using
western technologies, management processes, information systems methods and infor‐
mation systems techniques in developing countries [8–10]. An ERP system is more than
the use of stand-alone pre-written software; it is a change management initiative, which
encompasses a view of business processes across the whole organization, requiring
careful management of the associate human factors. The combined effects of process
and cultural changes in ERP projects can create serious negative effects on user attitude.
Harmonization of business processes and organizational structures are challenging due
to language differences, differences in legal systems, differences in business practices
from one culture to the other and differences in business culture with regard to manage‐
ment authority, openness, formality, and control mechanisms [4, 8, 11, 12].

Researchers suggested that language, culture, politics, government regulations,
management style, and labor skills impact various ERP implementation practices in
different countries [13–15]. Most studies on ERP systems use have been conducted in
Western countries whose environments are similar to those where the systems were
created. Furthermore, there is limited knowledge on ERP being used in developing Asian
countries. Previous research suggests that companies in Thailand lags behind other
countries in introducing new technologies and Thai users had a negative attitude towards
the acceptance of new technology [16]. The examination of the cases of ERP adoption
in Thai organizations also reveals that factors such as social influence and organizational
support impact individual adoption [17]. Currently, there is limited knowledge on ERP
system use in Thailand [18]. Therefore, these limitations will need to be borne in mind
when considering the potential cultural impact on the use of information systems,
particularly ERP systems. The current study intends to understand the key factors
affecting ERP implementation in organizations in Thailand, a context that is different
from where the ERP has been developed.

2 Literature Review

ERP systems have benefits due to the standard business process and integrated functions,
but there are also a number of drawbacks. Implementing ERP systems is considered a
complex project which requires a lot of investments in capital and human resources.
Because of the large scale integration that takes place in any ERP implementation, the
implementation project becomes highly complex and inter-dependent. An ERP System
is one of the most complex information systems to implement because these systems
can touch practically every employee and process in an organization. Organizations
implementing these systems face both technical and behavioral challenges that are quite
complex and fused together. Implementing these systems means having to change busi‐
ness processes and invest significant effort in training employees.

Major implementation challenges that have been highlighted in the literature include
a lack of personnel skilled in ERP, cultural issues, training, technical complexity, organ‐
izational resistance to change, and difficulty in interfacing with legacy existing systems
[10, 14, 19]. Other challenges are midstream changes in project scope, the misalignment
between the system features and organizational requirements, project leadership, and a
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lack of resources [1]. Implementation of ERP systems dramatically changes the work
environment because these systems are integrative and information intensive. The
systems also enforce a shift from a functional to a process focus in the organization
leading to wide-scale changes in the organization. Managing organizational change has
been considered as a key challenge in implementing ERP systems.

Recently, the theme of ERP failures, especially in developing countries, has been a
major discussion topic and it is argued that the organizational culture plays an important
role while using ERP systems [5, 9, 10]. There has been an increase in reported ERP fail‐
ures, suggesting that the issues are not just technical, but encompass wider behavioral
factors and that the organization’s culture and structure have a significant effect upon the
implementation [9, 20–22]. The basic argument is that the business practices embedded in
western-based ERP software are likely to reflect US and European organizational and
national cultures, so when such systems are implemented in developing countries, prob‐
lems may be experienced due to mismatch between cultural assumptions and practices
embedded in the system and those in the client organization. It is of interest for researchers
in organizational behavior to explore the factors underlying this phenomenon.

Most research conducted on ERP systems has been undertaken in organizations in
developed Western countries whose environments are similar to those where the systems
were created. There has been very little research conducted concerning ERP being used
in organizations in developing countries. Previous research pointed out that business
process reengineering (BPR) associated with radical changes were perceived differently
in Asian and Western cultures [23]. In contrast to the Western cultures, the Thai culture
is more past-oriented, reactive, and reluctant to conduct organizational transformations.
Accordingly, the Thai culture must be taken into account when investigating ERP
implementation issues in Thailand.

3 Methodology

The study used an explorative case studies approach, which provides a robust and
rigorous ground for quality research derived from the corroboration of multiples sources
of evidence [24, 25]. Case studies approach was appropriate as it enabled the researcher
to gather contextual information on organizational structures—some of which were
specific to the organization and others that arose from the organization’s external envi‐
ronment. Multiple case studies were adopted, as they allowed the researcher to conduct
a cross case comparative analysis for understanding similarities and differences in the
ERP implementation process in organizations. The multiple case study methodology
also gave the researcher more confidence in the findings by allowing the researcher to
look at a wide range of similar and contrasting cases. A variety of data sources—inter‐
views, observations, documents, and seminars—was sought to increase the reliability
of the results. The principle of theoretical sampling has guided the case study selection
based on the likelihood that they offer stronger theoretical insights [26].

Data were collected primarily through interviews, observations, and document anal‐
ysis. When available documents related to each organization and the implementation
project, such as mission statements, feasibility studies, reports, meeting minutes, project
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plans, user manuals, etc., were reviewed. Interviews were conducted with key players
in the ERP implementation projects including members of the top management, func‐
tional area representatives, information technology (IT) professionals and end-users.
The semi-structured interviews were conducted with 60 participants: 30 interviews at
each organization. The interviews lasted from 50 min to three hours. One-on-one inter‐
views were supplemented by multi-participant discussions where possible. All inter‐
views were recorded and fully transcribed. Interviews typically began with generic
questions allowing users to express their opinions before moving to more specific ques‐
tioning to ensure that data from each case covered similar areas, thus allowing cross-
case comparison, data collection ceased at the point of data saturation [27]. This study
adopted an inductive approach, and accordingly, did not specify theory a priori to guide
the data collection and analysis. Rather, relevant theories were investigated as data were
analyzed.

4 Case Studies

Two organizations in Thailand, which have mandated the use of SAP, provide the
empirical grounding for this study. The first case study is Thai-owned private organi‐
zation and in the paper is referred to as SunCo. The second is in the public organization,
here given the pseudonym MoonCo. The comparison between public and private organ‐
izations helps in identifying the challenges resulting from the organizational differences.
Both organizations were using the SAP R/3 ERP system, version 7.0.

4.1 Case 1: SunCo

SunCo is a private company. It consists of three core businesses that operate in food,
retail and distribution. Over the years, the organization has expanded its operation to
several branches located in suburbs Bangkok. The management of the organization
decided to terminate numerous legacy systems due to their obsolete functions and plat‐
forms that could not manage its whole business. The organization has attempted to make
use of ERP system to support its back-office operation serving financial and supply chain
activities. The organization has attempted to reengineer and reinforce its business
through ERP system. In other words, SunCo took advantage of the introduction of a new
IS as an opportunity for organizational change.

The ERP Implementation Project at SunCo
The ERP project planning started in late 2014. The implementation took place between
2014 and 2015. The system went live in 2015. During the initiation stage, multiple ERP
software packages were screened and the best-fit solution was selected by comparing
these packages in terms of solution cost, software capabilities, and vendor experience
in the food industry. The selection process took four months approximately. In facili‐
tating the project management, a steering committee comprising CEO and directors from
related departments such as purchasing, accounting and finance and a project manager
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were identified when the project was initiated. The steering team played an important
role in planning and finalizing key decisions relating to project implementation.

The goals and objectives of the project and project participants were set up. The
working team was divided into two main groups. The first one was an ERP vendor team
comprising of consultants who played an important role in planning and implementing
the steps and procedures necessary for the project. The other was the team comprising
of IT staffs and key users from each department. Business requirements were gathered
taking 6–7 weeks approximately. After that, the ERP vendor identified the gaps that
existed between system capabilities and given requirements. Then, the steering
committee finalized program customization and business process redesign. In this case,
the management preferred process reengineering rather than the customization. After
the system was tested for user acceptance, the data from the old system were transferred
to the new one.

After the ERP system was installed, training sessions were conducted by the ERP
vendor. Two levels of training were provided – ordinary user training for those entering
daily transactions, and key user training for those who were intended to be acted as
trainers and helped the end users when the system went live. However, many users
complained that the training classes were not enough and too basic comparing to the
real practice. In addition to the training, a manual was also provided to employees.
However, users mentioned that the manual was too long for them and was in English,
so they never bothered to open it after the training sessions. As one participant stated,
“I was so nervous to use the new ERP system because it was more complicated than
expected. If I did some mistakes, others’ work might be affected by my action. Also, the
training class could not help much…real practice is not that easy”.

The organization faced several severe challenges after go-live. Users were unable to
carry out many of their system-dependent day-to-day activities. Also, some respondents
argued that the complexity of system deterred their work paces. In some cases, what had
been a simple ten minute process with the legacy system became an hour long struggle
for employees as the incomplete configuration of the process in the ERP system. Conse‐
quently, they had adopted manual work-around to get the work done. In many cases, the
amount of time required to perform transactions was ten times longer than required to
do the same transactions with the legacy systems. The users, in some cases, required to
navigate through 8-10 screens to complete a transaction that was available on a single
screen in the legacy system. Combining these issues with the change of workflow, users
felt confused and were unable to use the new system effectively. The users were frus‐
trated by the learning curve and the efforts required changing to the new systems. The
ERP support team, as well, felt stressed due to their inability to handle too many
complaints and a heavy backlog of work.

SunCo had several challenges after the system go-live; however, the whole team was
engaged to address issues that surfaced. The organization initiated several change
management initiatives along with efforts to improve and fix the systems so end users
could regain confidence in the ERP systems. Some of the key initiatives taken by the
organization to increase system utilization included special training programs, one-on-
one training and peer-to-peer information sharing. The key users also provided SAP user
manual which was translated from English into Thai for users. The critical issues were
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detected and resolved in a timely fashion. The implementation process in this organi‐
zation was an interesting example of regrouping low morale project team and frustrated
end users to bring a delayed, over budget, and out-of-control implementation project
gradually back on track.

4.2 Case 2: MoonCo

MoonCo is one of the largest government organizations in Thailand. Like many other
government organizations, it is the sole supplier of critical services to Thais. ERP adoption
was motivated by a decision to replace aging legacy systems with advanced enterprise
systems that could extend some of the best business practices built within them for
providing better administration. Before using SAP, most business transactions were
conducted through paper-based processes and Excel spreadsheets. SAP was viewed as a
back-office tool used to facilitate day-to-day operations. In other words, the ERP system
was used to organize record and control data.

The ERP Implementation Project at MoonCo
The ERP implementation project planning started in 2014. The implementation took
place between 2014 and 2015. The system went live in early 2016. MoonCo had limited
experience in undertaking a large complex system implementation. MoonCo was not
well prepared for implementing ERP. The company’s managers did not fully understand
that implementing ERP involved BPR. The implementation was very high reliance on
external consultants and configurations that did not represent the business reality. In
many instances processes were configured with very little input from the business. The
organization was so focused on the project phase and meeting the go-live date that they
did not plan for the post-implementation phase. Consequently, the organization’s work
was badly affected and constrained in the post go-live period. Business units had enjoyed
significant autonomy until this change and they resisted the standardization and reen‐
gineering required for ERP system. Apparently, the organization had grossly misjudged
the importance of business process input in configuring the ERP systems and vice versa.

The ERP vendor provided trainings for employees before the system go live; however,
users who attended the training classes complained that the training only focused on the
technical aspects of the system. Many users complained that the training provided did not
cover their work scope, which made they feel uncomfortable to work with the system later
on. In addition to the training, the manuals were also provided to cover the training session.
However, the manuals were in English. Users had difficulty in understanding the manuals
because of the language barrier. Consequently, they never bothered to open their manuals
again after the training session. As one participant recalled, “I think the system made my
live more difficult and training was not good. For SAP systems, I need customised training
that is contextualised to my tasks. I need to understand both how to use the system and the
new business processes”. It also appeared that some managers resist using the system and
consequently there was much less enthusiasm in supporting it. As one respondent
mentioned, “Even my boss did not use the system and he also complained about it. So, my
colleagues and I did not care much about the system”.
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The SAP software package was not totally translated into Thai. The English words
in the user interface confused employees. A lot of English words appeared on the SAP
user interface, and the software’s user help was in English. As one user stated, “I was
afraid to use the system because user interfaces were in English. I was kind of blind
when I looked at it. When I did something wrong, error messages were in English and
I did not know what I had done wrong or how to fix it. So, I just avoided using it”. Many
users felt that SAP generated reports at a lower speed than Excel spreadsheets. The
finance and accounting report format that SAP generated was also different from the
Thai government’s requirement and incompatible with the Thai finance standards. The
reports generated by SAP always had some poorly translated words that made no sense
to users.

The organization faced several problems in implementing the ERP systems. The
organization took several months to tweak and improve the system configuration and
their IT infrastructure after going-live, before the systems could be technically stabi‐
lized. The organization also faced serious problems as employees lacked proper training
on go-live and continued to use shadow systems based on Excel spreadsheets for several
months even when the systems were technically stable and working properly. The new
systems and their implications were not understood very well by the end users. The
organization did not expect the issues that surfaced and were therefore unprepared to
deal with them in a timely manner.

Implementation of ERP in the organization was a long and strenuous process since
the organization could not have planned for changes in the environment. Some of the
key initiatives taken by the organization to enhance technical stability included
extending the contract of the system integration vendor for an initial operations period
until the capabilities for support within the organizations were developed. The organi‐
zation issued a stronger mandate policy requiring all employees to use the system and
announced the KPI associated with SAP use to evaluate employees’ performance. The
organization also had to initiate intervention programs to increase system use such as
special training programs and group training. The length of the stabilization period
resulted from business requirements that were not fully defined during the project phase,
lack of user involvement and ownership, and inadequate planning and monitoring of the
post implementation phase. One executive in the organization explained that being more
formalized, their organization had more intense bureaucratic procedures for approval of
additional resources and project personnel and it affected their time to achieve both
technical and process stability.

5 Analysis and Discussion

The key factors influencing the implementation of ERP system at the case studies are
discussed in this section. The six key factors affecting the implementation of ERP system
derived from the study include change management process, top management commit‐
ment and support, business process reengineering, training, language and organizational
culture.

Key Factors for Successful ERP Implementation 9



Change Management Process
Change management refers to the managerial strategies used to overcome workforce
resistance to the operational changes resulting from the implementation of the ERP system
[28]. It appears from the finding that ERP implementations do not succeed because top
management does not estimate the effort involved in change management. Change manage‐
ment considers the human factor and the involvement of the people in the project whose
support and cooperation are necessary for successful implementation of the project. A
well-designed change management team is important to address the implementation risks
so that the potential for implementation success increases. The role of change manage‐
ment is to make sure users accept and participate in the implementation of the project. The
importance of management commitment and involvement can be visibly explained with
SunCo as a key success factor for implementing such changes. Many respondents
mentioned that the management closely looked after the implementation projects, which
made it easy to implement such changes in the organization.

The analysis also suggests that the main focus of a change management team is
education and training in the ERP implementation and they should be involved in the
design and implementation of business processes. The change management process
educational effort should also be about business process knowledge acquisition. The
change management team should educate the users on the benefits of implementing the
ERP system and time should be spent on different forms of education and training.

Comparing the two cases, it appears that the lack of effective communication and
policy enforcement prevented employees from recognizing the importance and benefits
of system usage, which consecutively results in the low degree of user involvement. The
analysis reveals that strong involvement of people from the field is important in reducing
the resistance to changes resulting from an ERP implementation. Different change
management strategies are necessary to change the attitudes of different users and inform
them of the benefits of ERP. For success of an ERP implementation project, change
management should start from the initial phase and continue throughout the entire life
cycle. Change management should create a support organization, which is critical to
meet users’ needs after implementation. The role of change management team would
be to have top management commitment, communication and training during the ERP
implementation.

Top Management Commitment and Support
Top management commitment and support was found to be relevant in influencing the
success of ERP implementation. The analysis exposes that top management support in
the form of commitment and communication related to the ERP system implementation
encouraged employees to use the system. The relationships between managers and
subordinates are very important for Thai people. Moreover, Thai people put much
emphasis on social network and personal relationship in the workplace in order to attract
and retain employees to work for the organization in the long run. Thais tend to rely on
managers in decision making since subordinates highly respect their supervisors. The
analysis also suggests that beliefs about ERP systems were influenced by the appropriate
diffusion of information by managers. If managers supported their staffs to use the
system, it was more likely that employees would perceive the benefits of the ERP system
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to support their jobs. By contrast, if managers did not encourage their staff to use the
system to perform tasks, it was more likely that users would avoid using the system.

Top management must be committed to their involvement and should allocate
valuable resources to the implementation project so that it will help focus effort towards
the realization of organizational benefits and lend credibility to functional managers
responsible for implementation and use. Top management should create a favorable
environment by getting involved in solving disputes and providing a clear direction for
implementation success and getting the desired results. As an ERP implementation
project crosses a lot of boundaries, the top management should mediate between parties
during times of conflict and anticipate any problems that might be encountered during
the ERP implementation. Top management creates cross-functional meetings by
bringing different stakeholders together in the implementation process so as to enable
cooperation between the groups. Top management should always provide the leadership
and necessary resources for the ERP implementation.

The finding also suggests that that support includes not just time and resources to
get the job done, but also necessary personnel for the implementation. They should also
provide the necessary people for the implementation and give the required amount of
time to get the job done. Policies should be set by the top management to establish new
systems in the organization and help in driving performance during the implementation.
Top management should be involved not only in strategic planning but also be techni‐
cally oriented.

Business Process Reengineering (BPR)
The analysis suggests that BPR is also a key factor affecting the implementation of ERP
system. BPR is a critical success factor for ERP implementation as it is an enabler in
the process renovation for the organization. Aligning the business processes to the ERP’s
best business processes is critical. An ERP system alone cannot improve the perform‐
ance of the organization unless an organization restructures its business processes. It
appears from the finding that one reason why organizations fail to implement ERP is
that they fail to understand or underestimate the extent to which they need to reengineer
their existing business processes in order to implement the ERP system. For example,
Thai organization managers tend to rely on experience, intuition, and insights from
personal connections to assess situations and make decisions. They might not readily
believe that they should change their current way of doing business due to the ERP
systems implemented. ERP system integrates the western management standard which
causes clashes with the Thai culture. Thai organizations need to redesign their current
business processes to make the ERP implementation a success. ERP vendors must help
organizations realize that ERP is not simply a piece of system that is easily implemented,
but it represents a totally new business process model.

The analysis also suggests that vendors need to spend more time explaining the
embedded data requirements and processes to the organization, as they can result in
incompatibilities between the ERP system and organizational requirements in terms of
the presentation format and the information content of the output. Organizations which
are implementing ERP should look into their business needs, legal and regulatory
requirements before reengineering their existing business processes. Organizations
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should map their existing business processes with ERP practices during BPR for their
business goals and objectives. Particularly, public organizations need to look into
constraints that may prohibit them from using the delivered business practices. Organ‐
izations need to appropriately manage their reengineering process by allocating the
required time before undertaking ERP implementation in order to improve the organi‐
zation’s performance after implementation.

Training
The analysis also suggests that training is a key factor promoting ERP system imple‐
mentation success if it was carried out efficiently. Training refers to the process of
providing management and employees with the logic and overall concepts of the ERP
system. The main reason for training is to increase the expertise and knowledge level
of the people within the organization. Educating the users about the new ERP system
can help the users buy into the ERP implementation and help them understand the vision
of the whole project. This will help in reducing their fear and anxiety about their jobs
and result in less resistance to change from the employees. Training helps the users use
the system and motivates the employees to accept the ERP system. Training during the
implementation phase of the project help the users become comfortable with the system
and in turn increase knowledge and expertise with the functionality of the ERP software.

The analysis suggests that user training that included both technical and business
processes, along with a phased implementation approach, helped users overcome assim‐
ilation knowledge barriers. Educating the users and training them involves not only the
specifics of the new ERP system, but also the processes and integration of the different
modules involved in the ERP system. Through the training, users can have a better
understanding of how their jobs are related to other functional areas of the organization.

The analysis also reveals that training should be given at all levels of the organization,
depending on the needs of the employees. Training must be tailored to fit the needs of
the individual organization, and must involve people who understand the business, the
business process, and the integration of the ERP system within the business. It can be
more effective if closely tailored to the requirements of each user group. It offers a good
opportunity to help users adjust to the change that has been introduced by the ERP
system, and helps build positive attitudes toward the ERP system. Poor training of end-
users can result in lack of knowledge in how to use the new system, as well as how to
maintain it.

Language
The language poses another cultural challenge to ERP implementations. The findings
revel that users had difficulty in understanding the system screens and user manuals that
are in English because of the language barrier. Many participants feel that they are not
confident in using the system and cannot understand many things on the screen because
its screens were all in English which represented a challenge for the Thai employees.
The participants also point out that inaccurate translation results awkward Thai words
and causes many confusions. The translation from English to Thai for all the user inter‐
face messages and system outputs is a difficult and error-prone job. In many cases, direct
translations from English to Thai do not make senses to native Thai speakers. As a result,
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the users found the system relatively difficult to understand and use. Therefore, great
caution should be taken to ensure that the ERP system presents understandable Thai.
More specifically, ERP vendors should ensure that all the modules of their system are
thoroughly and correctly translated into the native language of users, including user
interfaces, user help files and reports.

Organizational Culture
The analysis also indicates that organizational culture plays an important role in the ERP
implementation success. There are differences in public and private organizations’
structure, decision-making process and governance. One of the main factors differenti‐
ating private and public sector ERP implementation is organizational culture, which can
have significant effects throughout the ERP implementation process. The analysis
reveals that there were fewer users who initially resistance to the system in the private
organization compared to public organizations. At SunCo, the employees seemed to
have a greater degree of organizational commitment and a strong belief in their organ‐
ization’s decision. Employees from SunCo recognized that ERP system usage was
strongly compulsory. The participants revealed that the organization had very strict rules
whereby employees were required to follow rules. Consequently, employees were afraid
of losing their jobs due to lack of ERP system use. The organization also had a highly
competitive culture reinforced by an up or out career path. At MoonCo, by contrast, as
the government’s human resource policies in Thailand allowed employees to reach
tenured status after serving probationary periods of employment, so employees in the
organization enjoyed job security. Additionally, there was no evidence that employees
were afraid of losing their jobs due to lack of ERP system use. When the system goes
live, many users avoided using the system and some users continued using the legacy
system.

It is very difficult to integrate the different departments and identify the process
owners of the departments in public organization. The ways the project teams are created
in the public sector also differ from the private sector. Private sector teams tend to be
small and focused; public organization teams tend to be large to accommodate people
from many different sectors. The analysis reveals that public organizations in Thailand
are more bureaucratic, and public managers are less materialistic and have weaker
organizational commitment than private organizations. Leadership and top management
at public organizations do not focus much on project implementation compared to lead‐
ership at private organizations. At private organizations, middle-level managers play a
very important role in implementing ERP system with the support of the top manage‐
ment. Public organizations’ business plans and visions of implementing ERP systems
differ from private organizations, as the goals and objectives of implementing ERP
systems differ. From the case studies, the public’s main goal of implementing ERP
system was to replace the old legacy system while the role of the SAP system was seen
to be strategic at private organization. For successful ERP implementation in public
organizations, the plan and vision should include the tangible and strategic benefits,
costs and risks involved.

The analysis also suggests that ERP implementation success is positively related
with an organization’s learning and development culture and an organization’s sharing
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culture. The chance of ERP implementation success increases if the organization’s
culture has employees sharing common values and goals. An established organizational
culture with shared values and common aims of being open to change and having a
shared willingness to accept new technology, will aid ERP implementation.

6 Conclusion

The aim of this study is to gain insight into key factors influencing the implementation
of ERP system, with a focus on ERP projects in organizations in developing country.
Using the case studies to investigate the implementation of an ERP system in private
and public organizations in Thailand, the six key determinants affecting the implemen‐
tation of ERP system derived from the study include change management process, top
management commitment and support, BPR, training, language and organizational
culture.

The study highlights the importance of contextual differences in organizations and
shows how they affect the impact of managerial decisions with respect to the ERP
implementation in the organizations. With supporting evidence, the study argues that
taking contextual differences into account is important for the successful implementation
of ERP systems in organizations. For example, public sector organizations cannot
always rely on some of the very common practices used by private sector organizations
in retaining their skilled employees. All public and private organizations need to have
an approach to change management, but the methods differ due to the underlying culture
of the public organizations. This study agrees with Wagner and Antonucci’s [29] find‐
ings that public sector organizational culture is different from private organizations and
has significant effects throughout the ERP implementation process.

Leadership and top management should be involved throughout the ERP imple‐
mentation in order to see the project complete successfully. Top management support
and commitment does not end with initiation and pre-implementation but also must
extend to the post implementation of the ERP project. The implementation of ERP must
be viewed by top management as a transformation in the way the organization does
business. Top management should publicly and explicitly identify the ERP project as a
top priority and align the project with strategic business goals. For successful imple‐
mentation, top management should monitor the implementation and provide direction
for completion of the project.

As ERP implementation success depends on the business process reengineering,
which in turn depends on the participation of the users, the change management team
should be efficient in gaining the confidence of the users to take part in the implemen‐
tation. The change management team should focus on the importance of communicating
the change necessary due to the implementation of the ERP system to the required
stakeholders. The change management team should develop a comprehensive strategy
with the required tools to communicate with the cross-functional stakeholders, so that
there is least resistance to the ERP implementation.

This study supports previous research that organizations that implement ERP
systems often fail to continue providing training and support after initial ERP use [30].
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Formal training and periodic review sessions are needed to ensure that users stay up-to-
date with the process changes. The study suggests that users should be trained and
educated in their specified fields and also about the overall process and concepts of ERP.
This would help the organization in making the users know how their areas are correlated
with other areas in the organization, which can help them use the system more efficiently
and effectively. End user training should not be treated as a one-time event during ERP
implementation; it should be considered as an ongoing process of communication and
educational activities.

The study points out that ERP are not just an information system; it is a new way of
doing business. ERP system implementation cannot be successful without under‐
standing the need for BPR. Since Thai people tend to be more conservative and resistant
to change. Thai users have low technological capabilities to use ERP systems and have
insufficient knowledge about ERP systems. The lack of confidence may also influence
their learning curve and slow down the implementation process. Misunderstandings
about the nature of ERP systems further negatively influences the relationship between
ERP implementation and culture. With this problem in mind, ERP vendors should invest
in developing their own localized service group to work closely with their customers.
All these initiatives should be part of the ERP strategic plan that gives culture adequate
consideration.

The paper provides valuable insights for organizations that are implementing ERP
system by describing the impediments that organizations can encounter in their imple‐
mentation process. Because of the high risks and financial costs associated with ERP
implementations, this paper also helps practitioners in senior leadership positions better
understand the critical success factors in order to more effectively distribute the human
and financial resources and improve the probability of success of the ERP system imple‐
mentation.
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Abstract. ERP systems help companies to manage their business processes.
The simpler and more efficient the business processes in companies run, the
more profitable these businesses can be. Therefore, the process of selecting and
implementing an ERP system is an important success factor. The qualitative
analysis of ERP evaluation models examines necessary phases and activities for
selecting a new ERP system.

Keywords: Analyse � Business software � Criteria � Decision � Enterprise
resource planning � Evaluation � ERP � Market information � Model �
Negotiation � Project � Requirements � Selection � Solution � System

1 Introduction

An Enterprise Resource Planning (ERP) system is a business management software [1].
ERP software solutions usually include relevant modules for managing and executing
business processes in a company such as financial accounting, controlling, cash
management, human resource management, planning, marketing, customer relationship
management, distribution, purchasing, manufacturing, service, maintenance, logistics,
quality management, inventory management and so on. An ERP system helps various
parts or departments of an organisation to share data, knowledge, reduce costs and
improve the management of business processes [2]. Nowadays, ERP vendors and
implementation partners offer roughly the same bundle of functionalities in their
software-products: a set of application modules that fit together. Each module includes
a variety of functions [2].

The ERP life cycle consists of three phases. These are acquisition, implementation
and maintenance [3]. This paper considers distinctly of the ERP evaluation. Among the
major phases of the ERP life cycle, the issue of ERP acquisition is important. The stage
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preceding the implementation process presents the opportunity for both researchers and
practitioners to examine all the dimensions and implications (costs, benefits, chal-
lenges, risks, etc.) of selecting, buying and implementing ERP software, prior to the
commitment a large of amount of time, money and resources [3].

Many academic researchers as well as practitioners have worked internationally in
the domain of software selection. Most of the proposed approaches are variants of the
multi criteria analysis, aimed at defining the final value of every available selection
based on a set of criteria [4]. The decision to implement a distinct ERP system may also
be made due to strategic, political or economic reasons.

There are various ways of perceiving software evaluation; it may be about different
parts of the software itself, its development process and its maintenance. Thus, software
evaluation is not a simple technical activity. It is a decision process during which
subjectivity and uncertainty are present with no possibility of arbitrary reduction [4].

The objective of ERP evaluation models is to choose “the right” ERP system, which
includes the demanded requirements for an organization. Different evaluation models are
available to support the evaluation process. Shakir [5] respectively to a Decision-Making
Model including six dimensions (classic, administrative, incremental, adaptive, irrational
and political) and describes the assumptions and the decision-making process for each
dimension. As listed in the Appendix, several researchers developed individual evalua-
tion models, used multi-attribute decision-making models or an AHP-(Analytic Hierar-
chy Processing) based approach to ERP. These models are structured in different phase
sequences.

2 Methodology

The methodology approach is structured in two phases:

• Literature Analysis
• Qualitative Content Analysis

In the literature analysis, scientific papers in the domain of evaluating ERP Systems
are identified and used as a basis to develop a new ERP evaluation model. 26 different
ERP evaluation models have been identified (see Appendix).

In the next phase, all identified papers are used in the qualitative content analysis.
In this content analysis, sources, phases, activities and tasks are qualitatively coded.

Identical or similar phrases are combined and derived [6] as shown in Table 1.

Table 1. Example word analysis

Source Level Phase Original wording Activity

Q037E01002 E01 Analysis Examination of business
requirements and constraints

Analyze
requirements

Q054E01001 E01 Analysis Requirement identification Analyze
requirements
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Within the word analysis terms are summarized as shown in the following
examples:

• “analyze” (analyze, check, determine, identify, verify).
• “define” (appoint, define, form, set up, organize).

Next the sequence of phases and activities is determined. A mean value is deter-
mined from the occurrence of the identified first and last phase or activities of the
analyzed models. A further average value is given by the sum of the multiplication of
nominations per phase/activity number, and the frequency of the mentions in this
phase/activity, divided by the amount of nominations per phase/activities.

phase/activity Nomination in phase
P

A B C D

P
: number of entries in the 26 papers

A: sum of (amount of nominations per phase * phase number)/amount of nomi-
nations per phase
B: average of phase numbers (phases including nominations)
C: average A/B
D: ranking (column C)

3 Analysis

The number of phases within the different ERP evaluation models vary between three
and nine. In this analysis, only phases which are listed in over 25% of the 26 papers
mentioned before, were considered. On average 5.42 phases are present. Table 2 shows
the considered phases.

Each phase is structured with a different number of activities. In this analysis, only
activities which are listed at least two times in the phases mentioned before, are con-
sidered. In the 26 papers, these activities are called sub-phases or detail descriptions.

Table 2. Considered phases

Phase Nomination in phases
P

A B C D

Project initialization 1, 2, 3 19 1,3 2,0 1,6 1
Analyze 1, 2 10 1,9 1,5 1,7 2
Requirement definition 1, 2, 4 7 2,1 2,5 2,3 3
Market information 1, 2, 3, 4, 5 21 2,8 3,0 2,9 4
Assessment criteria 1, 2, 3, 4, 6 22 3,0 3,5 3,3 5
Selection 2, 3, 4, 5, 6 19 3,6 4,0 3,8 6
Evaluation 1, 2, 3, 4, 5, 6, 7 22 4,2 4,0 4,1 7
Negotation 3, 4, 5, 6, 8 8 5,1 5,5 5,3 8
Decision 5, 6, 7, 8, 9 12 6,8 7,0 6,9 9

Qualitative Analysis of Different ERP Evaluation Models 19



P1 Project initialization phase
In P1 ten activities shown in the following table are identified. The activities are typical
project management activities such as project initialization, examining conditions and
project planning. Moreover, roles and project members must be decided, like
appointing a project manager, the project team, and the steering committee with suit-
able competences and knowledge (business and IT) (Table 3).

P2 Analysis phase
In P2 four activities are identified. In the analysis phase, the requirements and business
processes are collected, analyzed and documented. This also applies to the function-
alities as well as the hardware and software infrastructure or the software support.
Furthermore, restrictions are analysed and a potential analysis is carried out (Table 4).

P3 Requirement definition phase
In phase P3, requirements (business and technical needs), target processes and scope
are defined (Table 5).

Table 3. Activities Project initialization phase

Activities Nomination in phases
P

A B C D

Draft the project 1 5 1,0 1,0 1,0 1
Define steering committee 1 3 1,0 1,0 1,0 1
Decide project start 1 2 1,0 1,0 1,0 1
Carry out planning 1 2 1,0 1,0 1,0 1
Constitute acquisition team 1, 2 3 1,3 1,5 1,4 2
Establish decision-making team 1, 2 3 1,7 1,5 1,6 3
Appoint project team 1, 5, 6 7 2,3 3,5 2,9 4
Define project objectives 2, 3, 5 3 3,3 3,5 3,4 5
Appoint a project manager 2, 4 2 3,0 5,0 4,0 6
Use employees with IT knowledge 1, 9 2 5,0 5,0 5,0 7

Table 4. Activities Analysis phase

Activities Nomination in phases
P

A B C D

Analyze requirements 1, 2 3 1,7 1,5 1,6 1
Analyze constraints 2 2 2,0 2,0 2,0 2
Analyze business processes 2, 5, 7, 8 6 4,8 5,0 4,9 3
Carry out actual analysis 2, 18 2 10,0 10,0 10,0 4

Table 5. Activities Requirement definition phase

Activities Nomination in phases
P

A B C D

Define target processes 1, 2, 9 3 4 5 4,5 1
Define requirements 1, 2, 3, 9, 10 5 3,6 5,5 4,6 2
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P4 Market information phase
In P4 needed information on suppliers, systems, customers and interview data is
gathered and validated. Based on the results potential suppliers are identified (Table 6).

P5 Assessment criteria phase
In P5 all valuation criteria and criteria attributes are formulated, defined and weighted.
These criteria need to be assessed and released by the Steering Committee. The results
are outlined in a valuation matrix (Table 7).

P6 Selection phase
In the selection phase P6, the necessary selection tasks are planned, the selection
strategy is defined and a preselection is conducted. The preparation of a mathematical
evaluation and the tender (incl. questionnaire for suppliers and demoscripts for process
workshops) is carried out. The selection of the selection itself is divided into
pre-selection and the final selection. The results of the evaluation phase are considered
within the selection phase (Table 8).

Table 6. Activities Market information phase

Activities Nomination in phases
P

A B C D

Conduct market analysis 1, 2, 4, 6 5 2,8 3,5 3,2 1
Identify potential suppliers 1, 2, 3, 4, 10, 11 6 5,2 6,0 5,6 2
Obtain information about systems 2, 5, 10, 12 4 7,3 7,0 7,1 3
Collect information 1, 2, 4, 5, 12, 20, 22 11 5,4 10,5 7,9 4
Evaluate market data 5, 21 3 10,3 13,0 11,7 5

Table 7. Activities Assessment criteria phase

Activities Nomination in phases
P

A B C D

Determine assessment method 1, 4 12 2,5 2,5 2,5 1
Determine selection criteria 2, 3, 4 5 3,0 2,9 2,8 2
Weighting criteria 3 2 3,0 3,0 3,0 3
Formulate assessment criteria 2, 3, 4, 9, 2 5,5 4,5 3,5 4
Create valuation matrix 4, 6 2 5,0 5,0 5,0 5
Define main criteria for pre-selection 2, 10 2 6,0 6,0 6,0 6

Table 8. Activities Selection phase

Activities Nomination in phases
P

A B C D

Carry out pre-selection 3 2 3,0 3,0 3,0 1
Prepare mathematical evaluation 3 2 3,0 3,0 3,0 1
Define selection strategy 2, 5 2 3,5 3,5 3,5 2
Perform selection 2, 3, 4, 5 14 3,7 3,5 3,6 3
Prepare a questionnaire for suppliers 2, 3,8 3 4,3 5,0 4,7 4
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P7 Evaluation phase
The evaluation considers technical, functional, non-functional and financial perspec-
tives. Data and criteria are evaluated manually or (detailed) mathematically (Table 9).

P8 Negotiation phase
In P8 at the beginning, negotiating elements are identified and the negotiation strategy
is defined. After successful negotiations, a contract is finalized (Table 10).

P9 Decision phase
In the decision phase the proper system is selected (Table 11).

4 Future Work

The qualitative analysis of ERP evaluation models identifies nine phases including
specific activities. In the next step, the results of this study will be used to develop an
interview guideline to conduct domain expert interview. The results of these domain
expert interviews will be in the form of a qualitative analysis.

Table 9. Activities Evaluation phase

Activities Nomination in phases
P

A B C D

Carry out Evaluation 3, 4, 5 6 3,8 4,0 3,9 1
Carry out mathematical evaluation 3, 4, 5, 6, 7, 8 12 5,6 5,5 5,5 2
Discard unsuitable systems 2, 13 3 5,7 7,5 6,6 3
Carry out a detailed mathematical evaluation 7, 8 2 7,5 7,5 7,5 4

Table 10. Activities Negotiation phase

Activities Nomination in phases
P

A B C D

Carry out negotiations 3, 4, 5, 6, 8, 19 9 6,7 11 8,8 1

Table 11. Activities Decision phase

Activities Nomination in phases
P

A B C D

Make a selection 5, 7, 8, 9 4 7,3 7,0 7,1 1
Make a decision 5, 6, 7, 9, 20 8 8,3 12,5 10,4 2
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Appendix

Evaluation model description Research
methodology

Model origin Phases

ERP selection framework [7] Qualitative
research and
case studies

Adapted model from Stefanou
[8]

3

A conceptual ERP
procurement model [9]

Case studies Own model based on review of
the ERP literature

4

Our proposed assessment
model (E-OSSEM) [10]

Use case Own model 4

DEA Decision Making Model
[11]

Use case Multi-attribute decision-making
model for ERP system
selec-tion based on data
envelop-ment analysis

5

Evaluation Framework [12] Use case Own model 5
Proposed evaluation and
selection process [13]

Use case Own model 8

ERP selection Roadmap [14] Use case Own model 4
Acquisition process inside the
ERP life cycle [3]

Expert
interviews,
data analysis

Own model 6

Comprehensive ERP project
selection procedure [15]

Use case Own model 9

A recommended map to
successful ERP system
implementation and operation
in China (Selection part) [16]

Empirical
study

Own model 3

Comprehensive ERP system
selection framework [17]

Empirical
study

Own model 6

ERP system selection
procedure [18]

Use case Own model 9

Model of the ERP acquisition
process (MERAP) [19]

Use case Own model 6

ERP system selection
procedure [20]

Use case Own model 7

Framework for evaluation
[21]

Use case Own model 6

Methodology steps [22] Use case Own model 5
Steps ERP evaluation and
selection [23]

Empirical
study

Own model 3

Software and Implementer
Selection Phases [4]

Use case Own model 4

Procedure of selection flow
for ERP system [24]

Use case Own model based on SVM
(support vector machine)

5

(continued)
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(continued)

Evaluation model description Research
methodology

Model origin Phases

ERP system selection flow
chart – decision phase [25]

Use case Own model 6

The proposed methodology
for the selection of ERP
system [26]

Use case Own model 7

Procedure for optimal ERP
software selection [27]

Use case Own model 4

ERP Implementation
methodology propose phases
and description of phases [28]

Literature
review

Own model 8

Vorgehensmodell zur
Auswahl und Einführung von
ERP-Systemen in KMU [29]

Interviews Based on Hansmann and
Neumann [30] and Pietsch [31]

3

ERP evaluation process [32] Literature
review

Own model 7

ERP selection process model
[33]

Use case Own model 4
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Abstract. Recently, the OMG has been working on developing a new standard
for a business process management notation (BPMN). This standard development
results in documents that contain the newest approved version of a standard or a
standard proposal that can be amended. It is our vision that such a standard docu‐
ment, that also serves as a specification for BPMN modeling tool developers could
benefit from a fact-based model in which the same domain knowledge is repre‐
sented conceptually as a list of concept definitions (including naming conven‐
tions), a set of information structure diagrams and the constraints or business rules
that govern the instances of the information structure diagrams. In this paper we
will show precisely, how such a fact-based conceptual view on a standard docu‐
ment can be created, and we will show how a fact-based approach can improve
the completeness of a specification.

1 Introduction

In the 1970’s and 1980’s a long-standing discussion took place on the stance that IS
developers should have towards approaching IS specifications from a scientific point of
view: data-oriented or process-oriented. Over the past decade or so the discussions have
changed because of the emergence of UML in which technically, the data-oriented and
process-oriented aspects are addressed ‘equally’. At the same time, though, the field of
IS specification has undergone a dramatically shift towards ‘user-friendly’ and ‘busi‐
ness-language oriented’ modeling languages like SBVR [1] and BPMN [2, 3].

In recent years OMG has been working on a standard for a Business Process
Management Notation (BPMN), e.g. see [2]. Although the development and standard‐
ization of a new business process modeling language of such a major standardization
organization as OMG is welcomed by the scholars and practitioners of business process
modeling we think that the achievements in the field of fact-based conceptual modeling
should be applied to the BPMN standard documents as well. It is our vision that such a
standard document, that also serves as a specification for BPMN modeling tool devel‐
opers could benefit from a fact-based model in which the domain knowledge is repre‐
sented conceptually as a list of concept definitions (including naming conventions), a
set of information structure diagrams and the constraints or business rules that govern
the instances of the information structure diagram.
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In this paper we will analyze the BPMN 1.1 standard in combination with rules and
guidelines on how to model appropriate BPMN models as is illustrated in chaps. 1
through 6 of the book by Silver [4].

In Sect. 2 we will give an introduction to the BPMN 1.1 modeling constructs as given
in the standard document [2]. In Sect. 3 we will give the BPMN meta-model for Silver’s
level 1 palette of constructs [4]. In the meta model we will also add the modeling guide‐
lines and constraints that are explained in Silver’s level 1 BPMN method and BPMN
style [4]. We will use the fact-based conceptual modeling methodology [5, 6] to express
the BPMN meta model.

1.1 Introduction to the Fact-Based Modeling Methodology

Fact-based Modeling (FBM) is a methodology for modeling domain knowledge on the
conceptual level. It is named after its main concepts: facts and fact types. FBM is appli‐
cable for all verbalizable knowledge sources. A verbalizable knowledge source is a
document that often is incomplete, informal, ambiguous, possibly redundant and
possibly inconsistent. As a result of applying the fact-based knowledge extracting
procedure (KEP) [7, 8] we can create a document that only contains structured knowl‐
edge or a knowledge grammar. We note that the sub-procedure that is needed to instan‐
tiate the elements 1 through 5 (of the KRM) is known as conceptual schema design
procedure (CSDP) [9].

In the fact-based approach, the fact construct is used for encoding all semantic
connections between entities. The ‘role-based’ notation makes it easy to define static
constraints on the data structure and it enables the modeler to populate conceptual
schemas with example sentence instances for constraint validation purposes. The fact-
based modeling approach has its roots in the seventies and over the years a number of
dialects have evolved, i.e. ENALIM [10], (binary) NIAM [11], N-ary NIAM [6], Fully
Communication Oriented Information Modeling (FCO-IM) [12], Object-Role Modeling
[9] and CogNiam [13]. The OMG business rule standard SBVR can be considered the
latest fact-based dialect specialized for declaring business rules [1]. The fact-based
‘dialect’ that we will use in this article is a combination of CogNIAM [14] and SBVR
[15] for the list of concept definitions and naming conventions and the expression of
concepts, ground facts, fact types and business rules in structured natural language [16].

2 The Modeling of Silver’s Level 1 BPMN Palette

In order to precisely show how a business data –or information model is needed to create
well-formed and well-integrated BPMN models we will start with the introduction of
the BPMN modeling constructs that enable us to model the ‘happy path’, e.g. those
sequences of activities that will be executed if everything goes as expected without
exceptions [4]. We will restrict BPMN at this point to those modeling constructs that
comprise Silver’s level 1 palette [4]: Pool and Lane, User and Service Task, (collapsed
and expanded) Subprocess, Start Event, End Event, Exclusive and Parallel Gateway,
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Sequence Flow and Message Flow, Data Object and Message Flow. For an overview of
the basic BPMN modeling constructs we refer to [17].

‘An event is something that happens during the course of a business process’ [2, p. 18].
‘An activity is a generic term for work that a company performs…’ The types of activities
that are a part of a process model are: process, sub-process and task’ [2, p. 18]. ‘A gateway
is used to control the divergence and convergence of sequence flow’ [2, p. 18]. ‘A sequence
flow is used to show the order that activities will be performed in a process’ [2, p. 19]. ‘An
association is used to associate information flow with flow objects’ [2, p. 19]. ‘data objects
are considered artifacts because they do not have any direct effect on the sequence flow or
message flow of the process, but they do provide information about what activities required
to be performed and/or what they produce’ [2, p. 19]. In Fig. 1 we have depicted the graph‐
ical representations of the most important BPMN modeling constructs.

Fig. 1. Diagrammatic representation of most important BPMN modeling concepts

An activity is work that is performed within a business process. A task is an atomic
activity that can not be broken down to (a) finer level of activity [3]. A sub-process is a
non-atomic or compound activity that can be broken down into a set of sub-activities [3].

For a number of sub-types of BPMN modeling concepts additional attributes are
defined. For example for the event modeling concept we have as an attribute the event
type, that must either have the value: start, end or intermediate.

Gateways in BPMN are used to control the sequence flow in terms of convergence
and divergence and a gateway has a number of attributes. There are basically three types
of connectors in BPMN: sequence flow, message flow and an association. A sequence
flow depicts the order in which the connected activities are performed. A message flow
shows a flow of messages between two objects. An association is used to relate artifacts
with flow objects and is mainly used to show the (data) inputs and (data) outputs of
activities.

A data object is one of the three artifact types that are currently defined in the BPMN
standard [2]. The ‘incorporation’ or ‘leaving-out’ of data-objects in a process model, is
a way for some modelers to leave out ‘clutter’ [2, p. 93].
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3 A Fact-Based Meta Model for the Palette 1 Modeling Constructs
in BPMN

In Sect. 2 we have provided the definitions of the basic BPMN modeling concepts. In this
section we will give an overview of the UoD that consists of the allowed BPMN expres‐
sions based upon the example that Silver uses to describe ‘level-1’ BPMN models [4]. This
will be the starting point, for the derivation of a fact-based BPMN meta model by giving
‘positive examples’ that will lead us to the object types and fact types in the meta model.
Furthermore, the modeling rules and constraints and the ‘non-allowed’ examples in the
defining and practitioner’s literature [2, 4] will lead to the definition of population
constraints in the fact-based BPMN meta model. As a starting point for the fact-based anal‐
ysis of BPMN example models we will use Fig. 2 (Fig. 5.7 on page 46 of Silver [4]).

Fig. 2. Example BPMN model as in Silver [4]

3.1 The List of Concept Definitions and Naming Conventions

In this section we will group and synthesize the definitions of the main modeling
constructs in the BPMN in line with the definitions as it can be found in the OMG
standard document [2] and the modeling guidelines and naming conventions as they are
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recommended in Silver [4]. We create this list of definitions by scanning the standard
and descriptive documents of BPMN for definitions and explanations.

We have taken these definitions and we have incorporated them, together with other
definitions into our list of concept definitions in Table 1.

Table 1. (excerpt from) List of definitions for the BPMN standard, method and style

Concept Definition
Activity An activity is work that is performed within a business
Process A Process is any [Activity] performed within or across companies

or organization (OMG v 1.1., p. 32)
Process name A name that designates a specific [Process] among the union of

[Process]es
SubProcess A SubProcess is a [Process] that is included within another

[Process] (OMG v1.1, p. 287)
Task A Task is an atomic [Activity] (Silver 2009, p. 27)
Task name A name that designates a specific [Task] among the union of

[Task]s within a [SubProcess]. The names should, preferably have
the following format; VERB-NOUN (Silver 2009, p. 27)

User task A User Task is a [Task] performed by a person, i.e. A human
activity (Silver 2009, p. 27)

Service task A Service Task is a [Task] in the form of an automated activity
Event An Event is something that “happens” during the course of a

business process (OMG v1.1, p. 18)
Event name A name that designates a specific [Event] among the union of

[Events]s within a given [Lane] of a given [Pool]

3.2 Identification and Naming Conventions

In this paper we will use ‘local’ identifiers for domain concepts. This means that we
have to give specific naming rules for domain concepts. These domain rules should be
in line with the definition of the name classes in the list of concept definitions. E.g., the
name class event name is defined as follows (see also Table 1):

‘A name that designates a specific [Event] among the union of [Events]s within a
given [Lane] of a given [Pool].’

This means that in verbalizing instances of a(n) (type of) event in a BPMN diagram,
we should use a compound identifier as follows:

‘The Terminate End Event ‘Success’ within the Lane ‘Sales’ of the White-Box Pool
‘New Car Sales’.

Another assumption, for naming conventions, that could have been chosen is to use
‘global’ unique identifiers for instances of concepts/object types. In most cases,
however, this means that we need to introduce some form of abstract object ID that bears
no single resemblance to the practice of naming these concepts in the subject domain
itself. We note that the definition of our naming conventions includes the case in which
‘global’ identifiers are used (“global uniqueness implies local uniqueness”).
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3.3 Verbalization of Examples into Elementary Ground Facts

Now the list of concept definitions is complete, we will take the example that is depicted
in Fig. 5.7 of [4]. Applying step 1 (‘verbalization’ or ‘from examples to elementary
facts’) from the fact-based conceptual schema design procedure (while at the same time
using the defined concepts and naming conventions from the list of concept definitions)
[5, 6] will lead to the following fact verbalizations as SBVR ground facts (only a small
subset of the verbalizations is shown here):

The Black-Box Pool ‘Customer’ has an outgoing MessageFlow ‘Order’ to the
Message Start Event ‘Receive Order’ within the Lane ‘Sales’ of the White-Box Pool
‘New Car Sales’.

The Black-Box Pool ‘Customer’ has an outgoing MessageFlow ‘confirmation
response’ to the SubProcess ‘Order Car from Factory’.

The SubProcess ‘order Car from Factory’ has an outgoing MessageFlow ‘confir‐
mation request’ to the Black-Box Pool ‘Customer’.

Figure 2 provides the expressions in a top-level process diagram. In order to be able
to derive all relevant semantic associations between the concepts in the list of concept
definitions for the level 1 palette we will add a second real-life example of an ‘expansion
diagram’, as is for example given in Fig. 3 (Fig. 6-4 of Silver [4]).

Fig. 3. Example expanded BPMN model as in Silver [4]

The verbalization of the content of the example in Fig. 3 leads to the following ground
fact sentences (only a small subset of the verbalizations is shown here):

The Task ‘Place factory order’ within the SubProcess ‘Order car from Factory’ is
a user task.
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The Task ‘Notify Customer Promised date’ within the SubProcess ‘Order car from
Factory’ is a user task.

The Task ‘cancel factory order’ within the SubProcess ‘Order car from Factory’ is
a user task.

The resulting collection of sentences will allow us to reconstruct the original example
using the telephone metaphor [6].

3.4 Abstracting the Ground Facts into an Information Structure Diagram (ISD)

In this section we will show the results of grouping the ground facts and abstracting
them into ‘fixed parts’ (or verbs) and the ‘variable parts’ (or roles). The results of this
transformation is a ‘role-box’ diagram that contains the abstraction of the ground facts
and population constraints (see Figs. 4a, 4b, 4c and 5).

Fig. 4a. Information Structure diagram for BPMN palette 1 modeling constructs (I).
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Fig. 4b. Information Structure diagram for BPMN palette 1 modeling constructs (II).

Note that we have given the fact types that are derived directly from the verbaliza‐
tions in Sect. 2, a fact type number in the range from 1 to 100. Fact types that encode
specializations of a ‘super’- concept into ‘sub’-concepts have been assigned a fact type
number in the 200’s. The fact types that encode a compound naming convention (see
Sect. 3.2) for a specific concept have been give fact type numbers in the range from 101
to 199.

In Figs. 4a, 4b and 4c we have given the information structure diagram with the
abstracted domain fact types, sub-type fact types and the ‘compound’ naming conven‐
tion fact types and the population constraints. Because an information structure diagram
can be considered to be a communication document within the domain of a business
analyst we have introduced the naming convention for roles and fact types. In this way
a domain ISD can be verbalized and analyzed, for example to see whether it complies
to the meta model. In Fig. 5 we have given an excerpt of our example ISD for the ‘BPMN
happy path’ including the population of the fact types.
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The content of the excerpt from Fig. 5 is equivalent to the following set of ground
fact sentences from Sect. 3.3:

The SubProcess ‘order Car from Factory’ has an outgoing MessageFlow ‘confir‐
mation request’ to the Black-Box Pool ‘Customer’.

The SubProcess ‘Order Car from factory’ has an outgoing MessageFlow ‘Factory
order’ to the Black-Box Pool ‘Factory’.

The SubProcess ‘order Car from Factory’ has an outgoing MessageFlow ‘Cancel
Factory order’ to the Black-Box Pool ‘Factory’.

The SubProcess ‘Arrange Financing’ has an outgoing MessageFlow ‘Loan request’
to the Black-Box Pool ‘Lender’.

If we inspect an allowed example in Fig. 5-2 of [4], we see that it is allowed that two
different sequence-flows coming out from two different subprocesses can enter the same
gateway. This implies that the potential uniqueness constraint on role R2 of fact type

Fig. 4c. Information Structure diagram for BPMN palette 1 modeling constructs (III).
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Ft8 does NOT exist. After carefully inspecting many examples of BPMN models in the
OMG standard and Silver’s book we did not find a situation in which there’s are two
different outgoing sequence flows each to a different gateway. This makes sense because
a token or process instance can only follow one path at the same time. However, this
modeling constraint is very hard to ‘trace’ in the standard documentation and the text
book we examined. So in Fig. 6 we have given an excerpt of BPMN model that is not
allowed to exist.

Fig. 6. Constructed non-allowed BPMN model for checking the co-existence of sentences (11)
and (12)

Analogue to the derivation of the excerpt of the fact types in BPMN meta model we
can create an example diagram based upon the following verbalization:

The SubProcess ‘a1’ has an outgoing SequenceFlow to Gateway ‘b1’……
(sentence 11)

Fig. 5. Populated information structure diagram for BPMN example excerpt
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The SubProcess ‘a1’ has an outgoing SequenceFlow to Gateway ‘b2’……
(sentence 12)

Sentences 11 and 12 cannot exist at the same time, to depict this we have defined
uniqueness constraint C3 on role R1 of fact type Ft8 in the BPMN meta model (see
Fig. 7).

Fig. 8. Constructed allowed BPMN model for checking the co-existence of sentences (13), (14)
and (15)

With respect to fact type Ft11 all sentence permutations are allowed to exist e.g., the
following sentences (13, 14 and 15) are allowed to exist in combination:

Gateway ‘b1’ has an outgoing SequenceFlow to Subprocess ‘a1’……….…
(sentence 13)

Gateway ‘b2’ has an outgoing SequenceFlow to Subprocess ‘a1’……….…
(sentence 14)

Fig. 7. Information structure diagram for fact type Ft8 including uniqueness constraint c3
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Gateway ‘b1’ has an outgoing SequenceFlow to Subprocess ‘a2’………….
(sentence 15)

The diagrammatic equivalent expression of these sentences can be found in Fig. 8.

4 Conclusion

In this paper we have illustrated how a fact-based modeling methodology can help busi‐
ness analyst, standard developers, and tool-designers in capturing essential ‘business
rules’ for applying (in this case) the BPMN process modeling standard. Although the
standard document and a recent practitioner’s text book were studied in detail, we have
shown that essential modeling constraints were derived from (the absence of) allowed
BPMN model examples. Although we have limited ourselves in this paper to the palette
1 modeling constructs for BPMN, the approach is fully scalable to cover the ‘complete’
BPMN standard or any other knowledge domain, as long as we restrict ourselves to
‘verbalizable information’. The advantage of using the fact-based modeling method‐
ology lies amongst other things in the strengths of using examples. As we have illustrated
in this article, it is the ‘semantic richness’ of tangible examples or ‘data’ use cases
combined with the information structure diagram (ISD). On a couple of occasions we
have illustrated how the ISD in combination with allowed diagrammatic expressions
‘expose’ the domain rules that govern the instances of the BPMN modeling standard in
terms of uniqueness and mandatory role constraints that are not explicitly documented
in the defining BPMN literature.
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Abstract. For many decades, process models have built the basis for economi‐
cally successful participation in the market. Companies are still faced with the
task of identifying, defining and visualizing their processes, especially in today’s
era of digitization. In this era and due to more and more complex inter-organiza‐
tional processes across corporate boundaries, the question arises as whether tech‐
niques and approaches for elicitation of processes in the context of business
process management have changed or if the established techniques are still appro‐
priate. Here, digitization could have significant potential to automate the elicita‐
tion of processes. To address this issue we have conducted a systematic literature
review and identified the theoretical requirements for the elicitation of processes.
Then, based on an interview study with experienced consultants, we compared
the theoretic results with the current applied techniques in today’s practice.
Selected results are presented and discussed in this paper.

Keywords: Process elicitation · Business process management · Digitization ·
Process identification · Process modeling

1 Motivation

“It is not too much of a stretch to think we have entered a golden age of digital innovation.
Owing to the 50-year march of Moore’s Law, we have witnessed the creation of a rela‐
tively cheap and increasingly easy-to-use world-wide digital infrastructure of
computers, mobile devices, broadband network connections, and advanced application
platforms” [1]. This advanced digitization of industry and commerce as well as the
further integration of smart objects, merging the physical with the digital world, seem
to result in new fundamental paradigm shifts. These developments have crucial tech‐
nological and manifold organizational implications, including drastic changes in busi‐
ness processes, implementation of new business models, increased requirements for
business process reengineering, etc.

One of the most important challenges that companies currently face is the digitization
of business processes and of the enterprise itself. They must join in global digital
networking, improve automation of individual or all business processes, and reengineer
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existing business models to gain momentum in digital innovation. Meanwhile, the
progressive and steady digitization of society with associated changes has also arrived
in the everyday life of enterprises. It has never been more important for enterprises to
rely on IT-enabled capabilities and depend on a full understanding of information tech‐
nology in general and in digital innovation in particular. A further aspect stemming from
the ongoing digitization is the increasing complexity of enterprise-wide and inter-organ‐
izational business processes in combination with the variety of enterprise systems within
the enterprise itself as well as along the supply chain. Nowadays, to stay and/or become
competitive in the global business environment, companies must establish efficient and
effective business processes in their own departments as well as with their business
partners. Therefore, a certain process quality is necessary to ensure efficient company-
wide and inter-organizational business processes. This has a strong effect on the prospec‐
tive design of process management, especially on the procedures for process identifi‐
cation, elicitation and modeling. These changes and challenges are enormous and are
no longer restricted solely to industry sectors that depend on innovative technologies
for creating and selling their products or services. Nearly all enterprises have to undergo
an increasing digital transformation to remain competitive in global markets. The areas
affected by these changes are diverse ranging from the use of enterprise resource plan‐
ning (ERP) or similar company-wide enterprise systems to achieve holistic support and
planning of business activities throughout the company and across the company’s
borders, to the increased interconnectedness of classical horizontal value chains to a
complex value network [2–6].

Only strategically intelligent businesses can remain competitive in the rapidly-
evolving global, Internet-worked economy [7, 8].

Those innovative business models require more than ever before an active, correct
and appropriate management, adjustment and reengineering of all business processes,
not only in the enterprises themselves but throughout the value network.

Despite many past efforts toward system consolidation, businesses today struggle
with heterogeneous and complex software landscapes. A tendency can be observed
toward more architectural flexibility regarding enterprise systems and a certain rejection
of strongly integrated approaches [9]. In this multitude and interconnectedness of the
software landscape of an enterprise itself and within the entire value network of the
companies, business processes become an essential and critical factor, since low effi‐
ciency, inconsistencies or errors within the process can affect many different systems
and several companies.

In recent decades, process models have become increasingly important and numerous
forms of notations and methods have emerged. Changes in consumer behavior, in the
market structures and growing competitive dynamics have led to increased variants,
elevated expenses and enhanced efforts of coordination and administration in all business
area. The complexity of the enterprise has grown continuously [10].

On the technical and syntactic side there are many frameworks and practice manuals
that describe in detail how companies model the underlying processes most appropri‐
ately and how they integrate them into everyday business. Reference models have also
been developed that deal with the complexity of information and communication
systems by using these models as a basis of off-the-shelf business software [11].
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Identifying and collecting relevant information about processes is a crucial step in
constructing a process model. However, identifying and eliciting processes in the given
era of digital transformation is not addressed adequately in the literature. Processes are
supposed to be given or known and problems arise in the field of optimization of existing
processes [12]. Thereby, the focus of research was rather on the technique of modeling
and less on the needs of the model user; this had far-reaching consequences on the model
quality [13]. This aspect is surprising, since information from process elicitation is
essential for the continuative design and optimization procedure of the respective
processes. Errors that are made in the elicitation phase will lead to incorrect and incon‐
sistent process models.

Therefore, the aim and contribution of this paper is a detailed portrayal of the process
elicitation phase in the context of process modeling. This research compares theoretical
procedure models and approaches with procedures and actions currently used and
performed in business practice. In this field we focus especially on the needs regarding
the ongoing digitization of the global business environment. Therefore, our main
research question is:

Did the procedure for process elicitation change in the digital age or are the established
approaches still appropriate?

We set up a study to gain a deep insight into the issues and challenges of process elic‐
itation. For this purpose, five interviews were conducted to identify the influencing factors
for ensuring a high quality in process elicitation.

To answer the research question, we evaluate the results of a literature study and
discuss selected interview study results. Therefore, the paper is structured as follows.
Following this section, we describe the key terms used throughout the research. Addition‐
ally, in this section we sum up the respective results found in the literature. We next present
the interview study design (Sect. 3) and discuss selected findings in light of the main
research question (Sect. 4). The paper finishes with a conclusion and an outlook for future
research in this field.

2 Conceptual Background

2.1 Definitions

The term “process elicitation” is defined as follows for purpose of this paper [14–16]:
Process elicitation is one phase in the procedure of designing business processes. It

includes the collection of process-related information, such as tasks, task support, times,
amounts, etc. In this phase, various methods and techniques can be applied, which depend
on the experience and number of people involved, as well as on the desired/necessary level
of detail. In the context of process modeling, process elicitation often has an iterative
nature, which means that phases of elicitation can alternate with phases of process docu‐
mentation. Normally, the result of the process elicitation is a (process) model.

According to this definition, the aim of process elicitation is the collection of all neces‐
sary process-relevant information. This is achieved by appropriate management strategies,

44 C. Leyh et al.



which include various methods, tools, etc., which are discussed in the following chapters
in the form of recommendations.

Davenport [17] defines process identification as the first step of the process design.
This identification is the draft, differentiation and exclusion of business processes. It also
determines the activities and leeway in decision-making of the involved employees within
the different processes [18]. Accordingly, the process responsibility is with the respective
players. At this point it is assumed that process knowledge exists, which is displayed by [18]:

• An analysis of the defined business process.
• This includes both the structuring of a process (process design) and the bundling of

processes to aggregates (process architecture).
• Knowledge of the respective players is a crucial prerequisite for an integrated

processing of a business process and its integration of sub-processes.

However, the term “process elicitation” is not mentioned in this context by [18]. Based
on [19] definition the step of process elicitation is located between the steps of process
identification and process modeling. Figure 1 shows a graphical arrangement.

Fig. 1. Specifying process elicitation in the context of BPM (adapted from [20])

2.2 Process Elicitation – Techniques and Approaches

Below all information collection approaches in the context of process elicitation are listed
(Table 1). We only list literature that explicitly suggests approaches for information
collection, since many sources only mention the need for information collection or
emphasize the importance of communicative aspects, but do not mention any collection
techniques or goals in their designs. The results of the literature study show that there is a
variety of non-automated approaches. Here, interviews and workshops are ubiquitous in
information collection. Further, observations, questionnaires and the analysis of docu‐
ments can also be seen as the main techniques. The information collection mix was
explicitly mentioned in only one source. Automated approaches are rarely discussed.
Here, process mining is one of the most often stated approaches in the context of process
elicitation. However, this approach is not used very often since it is very complex and
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difficult to implement. Regarding the analyzed articles, the conclusion could be that an
information collection mix represents the current practice of the approaches and, there‐
fore, is rarely mentioned explicitly.

Table 1. List of different information collection approaches to process elicitation

Information collection approach Literature (cf. reference section)
Non-automated approaches
Observation [14, 21–24]
Interviews [14, 16, 21–27]
Questionnaires/written feedback [14, 21–24]
Workshops [14–16, 21–25, 27]
Web-based-conferencing [23]
Document analysis [14, 21, 22, 24, 25, 27]
Mind maps [21]
Cause and effect-diagram [21]
Route card approach [15, 22]
Activity sampling [22]
Time studies [22]
Estimation [14, 22]
Information collection mix [22]
Automated approaches
Process mining [28–33]

The following section describes the arrangement of the most important information
collection approaches according to Table 1. Therefore, the information presented stems
from the references listed in the respective rows and are not separately listed for each
sentence or paragraph:

An interview is typically used to collect detailed facts during a conversation.
Depending on the hierarchical level of the interviewee, the level of detail of the informa‐
tion is high or low. That is, members of the company’s board should be consulted for more
strategic information, whereas the respective department employees can provide greater
insight into the operational level. Prior to the interview, various conditions need to be
clarified. This includes the selection of a professionally qualified interviewer, the selection
of suitable interviewees, the clarification and definition of objectives and contents as well
as the selection of an appropriate interview type. An advantage of interviews is that
respondents are actively involved in the information collection process and thereby in the
process design or process reengineering itself. This leads to higher acceptance of the activ‐
ities as respondents feel valued. Moreover, this establishes a positive personal relation‐
ship, which might be useful in the further course of the process elicitation. The flexibility
in interviews is also high, which allows for appropriate reactions to unexpected informa‐
tion and situations. Finally, intense discussions can be conducted, which may lead to a
greater mutual understanding. The disadvantages of interviews can be seen in the required
time (preparation, realization and documentation) and the required high level of commit‐
ment of all those involved.
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Generally, workshops are used to identify requirements for new solutions.
Regarding process elicitation, the solution in the case of the analysis of the current state
would be the process model itself (and in the case of the to-be analysis analyzing vulner‐
abilities and thus determining opportunities for improvement and optimization). The
common topic is initially distinct in the workshop, after which information and require‐
ments need to be collected. At the end of the workshop, the further approach is decided,
which, for example, could be an additional workshop. Following the workshop, the
experts (e.g., the respective consultants) must prepare the results carefully and submit
them to the participants for evaluation and voting. If deficiencies exist, either a follow-
up interview or a follow-up workshop should be conducted. By the early involvement
of various stakeholders the probability of the completeness of the results is increased.
Analogous to the advantages of interviews, another positive effect is that the acceptance
of the solution (the resulting process model) can be significantly increased through the
active involvement of stakeholders. In addition, a mutual understanding is created, thus
increasing trust between the parties. Therefore, the most important part of a workshop
can be seen in providing a pleasant climate in order to build a trustworthy atmosphere.
A major disadvantage of workshops is the scheduling, which can be difficult due to busy
stakeholders. In addition, it is difficult to identify the “right” experts for the respective
processes; this is, therefore, why preliminary interviews or document analysis should
be conducted in advance. Furthermore, the qualification of the workshop moderator has
a significant impact on the results since it may sometimes be extremely difficult to find
a solution that is accepted by all participants.

Prior to studies in general, an extensive analysis of the relevant documents should
be conducted. By analyzing various documents, it is possible for the collector to dive
into the field of interest and to gather general information, which can serve as a starting
point for further collection techniques (e.g., interviews or workshops). Basically, two
types of documents are distinguished: (1) scheduled documents that are independent of
the operational projects and (2) ad-hoc documents. Examples of scheduled documents
include job descriptions, work instructions, etc. These documents are normally not
distorted with respect to the aim of analysis, but may differ from the actual processes.
Ad-hoc documents arise out of current events and often pursue a goal that may be related
to operational projects. Examples include protocols and memoranda. Benefits of the
document analysis are that this offers a wide information base and normally no falsifi‐
cation of the facts. Moreover the analysis does not interfere with the operational busi‐
ness; follow-up methods are enabled by a good analysis of documents in advance. The
disadvantages are a lack of completeness, timeliness and consequently the real status of
processes is often missing within the documents.

With the approach of observations the activities of individual employees are
observed and the actual operations of a company are collected. As auxiliaries, accom‐
panying notes requiring employee signatures can be used. This survey technique
although beneficial, takes significant time and preparation effort, so its practicability is
questionable. In addition, the observed employee can emphasize the technique as
unpleasant or even as a threat, which complicates the practical procedure. Special
methods can have a direct influence on the motivation of the observed employees and
can help to reduce fears, but again require extensive preparation.
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Questionnaires and written feedback are used when quantitative characteristics
should be collected. The preparation and provision of the questionnaire is complicated,
because no expert interviewer is involved, to actively support the procedure. Therefore,
it is recommended to ask closed questions with a set of prescribed answers. Open ques‐
tions are recommended when complex issues are given or suggestions are appreciated.
Due to the intense preparation and in terms of a representative status, the number of
respondents should be at least 20 participants.

Process mining is a business process management technique that aims to discover,
analyze and improve processes by the use of event logs. The data of the respective
process steps, which is recorded by an information system, is combined and displayed
in its entirety. Process mining allows for implicit modeling and uncovers otherwise
hidden process knowledge, thereby making it tangible and portable. This technology
can be used especially when there is no formal description of the processes available or
if the quality of existing process descriptions is questionable.

3 Interview Study – Data Collection Methodology

After providing an overview of literature-based aspects of the techniques and approaches
for process identification, process elicitation and process modeling, we set up an empir‐
ical study to gain a deeper understanding of whether these techniques are actually used by
practitioners and how this usage has changed in the age of digitization. Considering this aim
and also in order to define best practices of process elicitation, we chose qualitative inter‐
views as the most suitable research method. The approach of the “problem-centered inter‐
view” (PCI) by [34] has been selected since this enables the researchers to generate and
verify new hypotheses at the same time. Especially in the context of the process elicita‐
tion, which is characterized by a high degree of freedom and by a lack of standardization,
a quantitative approach was not seen as appropriate.

In order to detect and afterwards to use different selection criteria for interviewees, an
Excel list was created. We searched different “I offer” tags on the German business portal
XING (www.xing.com). By addressing this category, employees could be found who have
the necessary knowledge to provide valuable information for our research aim. Further‐
more, by using the search within the “Seeking” tags of individual employees, we were able
to identify whether the person would be interested in an exchange of experience in the field
of business process modeling.

A total of 20 potential interviewees were contacted in December 2015, of which nine
responded within a period of two weeks. Finally, five persons (cf. Table 2) agreed to
participate in an interview. Three interviews were conducted by telephone, and two were
on-site interviews (one in Dresden and one in Berlin) in the first weeks of 2016.

The interviews were designed as partially standardized interviews using open to semi-
open questions as initial starting points for the conversation. According to the PCI [34], an
interview guideline was created prior to the interviews. This guideline included sample
questions that were related to the different phases of process identification, process elici‐
tation and process modeling. The sample questions were derived from the literature in
combination with our own knowledge and experiences in the field of research. Further, the
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questions had a top-down approach and were summarized categorically. The interview
guideline consisted of 17 questions. This guideline was sent to the interviewees before‐
hand to allow them to prepare for their interviews.

For a better analysis of the results, we recorded all interviews (the interviews took up
to 70 min). Technically, the telephone interviews were recorded by means of a mobile app.
The face-to-face interviews were recorded (with the consent of each interviewee) with a
professional voice recorder to ensure the recording was loud and clear in order to simplify
the transcription process. Afterwards, the interviews were transcribed for further analysis
(resulting in about 48 pages of written text). During the transcription, non-verbal and para-
linguistic elements and other elements that were not relevant to the study were excluded.
The detailed transcriptions of the five expert interviews and the complete interview guide‐
line will not be part of this paper, but can be requested from the authors.

The PCI stipulates reconciliation of the general data of the interviewee (I 1 to I 5) with
the results of the interviews in order to recognize patterns and to formulate additional
hypotheses. For this reason, information such as industry sector, or company size were also
considered (cf. Table 2).

To analyze the answers given and information obtained, we followed a 3-step approach
(adapted from [34, 35]):

Step 1: Individual analysis per interview: The individual analysis combines content
structuring and content summary. The first step of this analysis is an iterative inductive
coding process [36]. The respective transcription was analyzed with respect to the research
question and important passages were clearly coded. Excerpts of interview transcripts that
do not relate to the subject of the research question were not analyzed. This process was
conducted iteratively: After analyzing the first two interviews individually, all existing
codes were compared, adjusted and afterwards thus used uniformly. After the fourth and
after the last interview, this iterative process was repeated. This ensured that the coding was

Table 2. Categorization of interviewees

Industry sector Job title Company size Experience Project goals (if
specified)

I 1 IT-consulting
(public sector)

Consultant/
business analyst

180.000
employees

7–9 years Diverse (not
specified in detail)

I 2 Public
administration

Consultant 5000 and 150
employees; 2
projects

10 years SAP
implementation
ISO 9000
certification

I 3 IT-consulting Consultant 85 employees 6 years Requirements
engineering

I 4 Management
consulting and IT

Consultant 100 employees 25 years Diverse (not
specified in detail)

I 5 Utilities Business process
manager

300 employees 12 years Process
optimization and
audit
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uniform and comprehensible. We used MAXQDA software (http://www.maxqda.com/
products/maxqda) to support the coding and the content analysis.

Then, categories were abstracted. As a result, three category levels were formed. In
addition, those main categories were displayed in parallel in graphical form in order to
structure the analysis process. With this, the principle of “openness” was reached according
to [36], which advises not creating derived categories from the literature theory and
fostering them within the empirical data, but rather the contrary, deriving categories from
transcripts and comparing them afterwards with the findings of the literature. The final step
of the individual analysis was to look at passages spoken linguistically to reshape them
uniformly but without changing the key messages of the passages. To do so, we used the
Summary grid approach as described in [35]. During this formal translation, different
codings were adjusted one final time.

Step 2: Generalizing analysis: In this step, the results of the individual analysis were
compared in MAXQDA using the function summary table and then exported as an Excel
file. Too abstract or too specific statements (for example, referring to a single industry
sector) were not converted because they were not very meaningful in furthering our
research aim. With this step, we followed to some extent the suggested intentional
judgmental characterization of the interviews by [34].

This procedure of generalizing analysis was also inspired by [35] who recommends
both linguistic and substantive reductions (e.g., by removing duplicates or shortening
long sentences). Therefore, the aim of this generalizing analysis is to extract all infor‐
mation from the interviews in a structured and universally valid method. With this, we
avoided assessments of individual actions the respective interviewees made during
different BPM projects because various methods coexist currently for conducting
process elicitation and the approaches taken are strongly influenced by the respective
project’s conditions. Therefore, the result of the generalizing analysis provided a starting
point for the next chapter where we compare the findings of the literature with the results
of the interview study.

Step 3: Review phase: In the review phase, we checked whether our results still
matched with the original material (the transcripts of individual interviews), or if any
inconsistencies could be identified and needed to be corrected.

4 Comparison of Findings – Literature vs. Business Practice

Our studies (the literature review and the interview study) show that process elicitation
is primarily associated with the analysis of the current state of the processes within the
companies. It is conducted using techniques and approaches based on the specific project
goals. Due to the high individuality of process elicitation projects, it is advisable to
distinguish between process elicitation in narrower and in broader senses. The process
elicitation in the narrower sense is focused mainly on the iterative steps/actions in which
processes are identified, specified and documented (and/or modeled). In this aspect,
process elicitation also addresses the different information collection approaches. Illus‐
trating the last point, Table 1 shows the most commonly used information collection
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approaches. Interviews and workshops have particularly emerged as information collec‐
tion approaches, as was also confirmed by the participants during the interview study.
Here, a key finding of the practice is that formal and informal processes require different
approaches. Formal processes can be identified and specified especially by conducting
document analysis and later be re-examined by observations and/or interviews. More‐
over, the lack of formal documents that is often given within each company is, to some
extent, an indicator for problems existing within the company itself and, therefore, could
lead to problems within the whole value network due to inconsistent or just inefficient
processes. Informal processes in turn can be identified and specified solely through
conversations (interviews and/or workshops).

A new finding arising in practice is that interviews are best conducted initially (at
the beginning of the respective BPM project) with a process owner. This first information
can be then particularized in more detail as the project continues. Furthermore, the term
detailed interview was introduced by the interviewees. Detailed interviews are based on
interview lists and interview guidelines that are gradually queried to ensure a complete
survey. The high degree of individuality of the interview technique in general results in
its outcome of different views in terms of actual interview methodologies. In combina‐
tion with the findings of the literature, it can be concluded that an interview-based
approach is seen as a very successful tool in terms of process elicitation. However, of
special importance are the conditions such as time and place of the interview, which
increase efficiency and correctness in interviews and, therefore, the success in the rele‐
vant projects.

Additionally, our research pursued the question of whether standardized interviews
could be used as an information collection tool. The investigations have shown (espe‐
cially the interview study) that structured interviews are not suitable for process elici‐
tation since the interviewer is not able to refer back to or to freely react to unforeseen
information, which is counterproductive in a standardized interview. Standardized ques‐
tionnaires are partly used by consultancies, but most of the interviewees have a critical
attitude towards them. A potential scenario for the efficient usage of such a question‐
naire could be in industrial mass processes. However, this application/scenario is rather
rare. It can be concluded that the skills of the interviewer particularly influence the
success of interviews, so these skills should be supported and strengthened.

Additionally, it can be confirmed that confidence and trust plays an important role
in interviews, which is why these conversations should be held in a private atmosphere.
A maximum of four people should be involved in an interview, especially while iden‐
tifying and specifying complex processes.

Beyond all information collection approaches, documentation is an important issue.
Contrary to “typical” qualitative research approaches, the recording of interviews should
be avoided in the context of process elicitation. The interviewed consultants mentioned
a drastic negative influence of such recordings on the interviewed employees of the
companies. Prepared interview guidelines and a division of the information collecting
team in interviewer and record holders seems to be an appropriate way to structure and
simplify the documentation process. In addition, the documentation has to be treated as
confidential and internal until all parties confirm the content.
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Workshops as an information collection approach were often discussed and
described in detail both in theory and in practice. The importance of the preparation
phase as well as the role of the moderator was clearly confirmed by the interviewees.
Major differences exist concerning the execution of a workshop. The findings from our
interview study show that the goals of workshops are reducing mismatches and aligning
heterogeneous views within groups. However, in the literature, workshops are used to
gather the requirements for a new solution. These views are not mutually exclusive, but
rather are driven by a timely order. The gathering of requirements in order to find a
solution is a goal that can be achieved through a workshop, especially at the beginning
of the project. The matching of heterogeneous views will necessarily happen later in the
project progression, particularly when large, complex processes are identified and
specified and when many departments are involved. The procedure for conducting
workshops described in the theory is consistent with the findings from practice.

The exact procedure was described in detail with regard to group composition. The
findings describe a maximum group size of seven people to be optimal; otherwise, the
“anonymity” factor in large groups gains significance. Next, the participants should be
divided into homogeneous groups, although this is not absolutely necessary (depending
on the objective of the workshop). For example, in a moderated confrontation, different
views are deliberately presented together.

In practice, analysis of documents, web-based conferencing and observations are
mentioned as information collection approaches as well. Observation was viewed crit‐
ically in the literature, which could not be confirmed by the interviewees. Here, the
advantages are particularly seen in the comparison of formal processes with reality,
which is made possible by a neutral insight through the consultants. In practice, web-
based conferencing receives a critical classification since most communication chan‐
nels are not addressed and it is difficult to build a trusting atmosphere. Unanimously, a
locally conducted process elicitation directly within the companies is preferred. The use
of collaborative tools should be done only in exceptional cases. The usage of the infor‐
mation collection mix can be indirectly confirmed by the findings from the interviews.
Important considerations are to be flexible during process elicitation and to choose the
right approach for the respective situation.

The findings from practice are largely congruent with those of the literature. The
procedure for project participants who are not experienced in process modeling is
supplemented by the possibility of the initial usage of BPMN in a highly simplified form
and expanding gradually as the project progresses. Furthermore, it is possible to use
simple query maps. The modeling language is unanimously not seen as an essential
factor for project success.

Table 3 summarizes the tools mentioned by the interviewees with and without data‐
base support (repository) as support for process elicitation.

Particularly important are the so-called “coordination loops,” which must be run
through the entire process elicitation procedure. These loops ensure that all participants
develop a common understanding of the processes until finally a solution is found that
is acceptable for all (or rather most). In practice, the whole process elicitation procedure
is often described as an “iterative procedure,” where all responsible persons for the
process should be involved. The result of the iterative process is a (result) model, which

52 C. Leyh et al.



is officially communicated within the company. Normally, two to four iterations are
necessary in order to work out this model. At this point, the importance of the preparation
phase is pointed out: by a good introduction into the project, sympathy and trust can be
built quickly. All participants are motivated and, in the best case, wanting to participate.
Especially during the iterative process, the information collection team relies on iden‐
tifying and interviewing as many participants as possible that can be supported in a good
project climate. Other restrictions in process elicitation are the typical constraints such
as time, resources and money.

The most important step at the end of process elicitation is the communication of
the results. Initially, the results need to be communicated internally to the project team
and after acceptance by the participants; the results can be published throughout the
company. In this way, a common level of knowledge is achieved. Particularly important
is the branding of the (result) models. It must be clearly visible at all times, whether it
be a current state model or a to-be model. Otherwise, irritation could arise.

In the case of different prerequisites, the “guided confrontation” within workshops
is described as a solution. If there is an unclear task description, it is important to identify
persons responsible for informal processes and to question whether they have the neces‐
sary process knowledge. Here, by means of a large “basic toolset” of the information
collection team in terms of knowledge and experience, different types of problems and
issues can be recognized or avoided.

The findings from the literature largely correspond to those in practice. Thus, the
most important new findings from practice that were not treated or not treated in depth
in the literature will be discussed in the following.

Generally, in practice, great value is placed on the skills of the information collec‐
tion team. Most problems can be avoided by experience, mediation concepts, etc. It is
advisable to acquire a process manager if there is a lack of skills and knowledge during
process elicitation. This process manager should then be able to control the entire project
in its complexity and provide the required approaches for success. Communication is
the most important tool in process elicitation, which is why process elicitation projects,
at best, should always be carried out on-site in the companies with all responsible parties.
A useful extension represents web-based conferencing, which is suitable for distributed
teams but used primarily in order to come to an agreement rather than to collect infor‐
mation.

Table 3. Overview of tools for process elicitation

Tools Literature Practice
Tools without
repository

Mind Objects X
iGrafx X
PowerPoint X X
Visio X X
Adonis X

Tools with
repository

BIC X
ARIS X X
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The argument that experience can minimize problems is a fallacy because the focus
is thus transferred from the problem to the interviewer. However, project success
depends on the interviewer’s basic tool set, for which he or she is responsible for the
most part. Nevertheless, companies should be aware of the need not only to train its own
employees, but also to analyze and to set up the project correctly in order to ensure the
optimum utilization of employees.

5 Conclusion

In sum, we were able to show that process elicitation and the applied techniques in this
procedure have not yet changed in the era of digitization. Although we could find a
continuous increase in the complexity of inter-organizational processes and of business
processes in general, companies, and especially consultants, do not see the need for new
or adjusted tools (e.g., advanced tools for automated process elicitation) in order to
define and describe their processes in the correct way. An ongoing digitization enables
companies to combine and link workflows and to interconnect their value chains to
complex value networks. However, we were able to show through literature review in
combination with qualitative interviews of BPM consultants that the techniques and
approaches of process elicitation remain the established ones that were already in use
decades ago. The most common methods mentioned by the literature and interviewees
were interviews and workshops. The question that arises at this point and that we will
address in future research is why consultants and companies still see a higher potential
in these approaches rather than in advanced automated approaches (e.g., use of data/
process mining or automated processes elicitation). One possible reason is the substan‐
tial effort that must be made to unite all involved parties in order to elicit their connected
processes, especially considering the large complexity of inter-organizational business
processes among the various partners in the dynamic value networks. In this context,
trust and data protection could become a significant issue as the disclosure of internal
organizational structures could mean a threat to a company’s competitive advantage. In
order to realize the full potential of the digitization but also to fulfill its requirements, it
is the task of research and practice to create appropriate methods, tools or techniques to
combine the advantages of classical tools with the opportunities that are offered by
digitization and automation. Therefore, we will set up further studies, again qualitative
interviews as well as large-numbered questionnaires to address and deepen this issue.
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Abstract. Self-organizing groups are one of the most flexible and com-
plex type of business process adaptations. The actors of a self-organizing
group have to communicate with each other and adjust their activities
in order to attain a common goal. A major advantage of self-organizing
groups is the possibility to leave parts of the process flow unspecified
but define the corresponding activities at run-time based on dynamic
coordination. In this publication we summarize the requirements of self-
organizing groups and provide an approach on how to use an uncon-
ventional process engine to support the participants of self-organizing
groups to manage their tasks.

Keywords: Process adaptation · Self-organizing groups · Flexible
business processes

1 Introduction

Self-organizing groups are one of the most flexible type of business process adap-
tations. The actors of a self-organizing group have to communicate with each
other and adjust their activities in order to attain a common goal. Besides pre-
and postconditions, formal constraints can restrict the coordination process. A
major advantage of self-organizing groups is the possibility to leave parts of the
process flow unspecified but define the corresponding activities at run-time based
on dynamic coordination.

From this point of view, self-organizing groups can be seen as an extension of
ad-hoc sub-processes, as defined e.g. in the Business Process Model and Notation
(BPMN), however, ad-hoc sub-processes have additional limitations and cannot
be used as a substitute for self-organizing groups. While ad-hoc sub-processes
currently are hardly supported by workflow systems, self-organizing groups are
not supported at all, because they require extensive communication within the
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team. These problems have also been recognised by other researchers, e.g. Wulf
[1] states that “workflow system failed in the field of self-organizing” systems,
as the practice of cooperative work can hardly be described; he further indicates
that groupware offers a possibility to partly support self-organizing groups.

In this work, we identify general requirements of self-organizing groups and
propose an approach for handling such a flexible type of business process. We
base the approach on a formal specification of the execution semantics by means
of Abstract State Machines (ASMs) and, as a result, we demonstrate that the
tasks of self-organizing groups can be managed by using a proprietary issue
tracking tool with integrated workflow capabilities.

The paper is structured as follows. In Sect. 2, we provide an example of self-
organizing groups and compare their semantics to those of BPMN ad-hoc sub-
processes. We discuss the state-of-the-art in Sect. 3, present a formal semantics in
Sect. 4, and show how self-organizing groups can be supported using an existing
tool in Sect. 5. Section 6 concludes the paper and comments on future work.

2 Preliminaries and Motivating Example

The activity of writing an article for scientific dissemination serves as the moti-
vating example of self-organizing groups within this paper. General requirements
(independent of each other and of equal importance) provide the basis for han-
dling self-organizing groups and discussing BPMN ad-hoc sub-processes.

2.1 Motivating Example

Several academics work together in a research project and regularly publish the
results in articles. The organization of writing is determined by the participants
but the main tasks are predefined (see Fig. 1), as they have emerged from the
experience of the institute and the academics. The main tasks are to define
a basic structure, to find a person in charge for each section, to jointly write
and review all sections. Preparation as well as post-processing (review) requires
communication and group dynamics, whereas writing of a section principally is
done by a single, appropriate academic. A constraint defines that the person in
charge of a section must differ from the person reviewing this section.

Fig. 1. Example of self-organizing groups
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2.2 General Requirements

REQ-1: No Required Sequence Flows. In Fig. 1, a sequence flow between
the tasks “Define Basic Structure” and “Find Person in Charge for Section”
seems to be necessary; however, this would restrict the freedom of the actors as
the structure may be changed later on. So, we claim that sequence flows typically
do not correlate with the nature of self-organization (but we allow them).

REQ-2: No Start/End Events. In accordance with REQ-1, actors can start
working with any task of the self-organizing group (if no further restrictions
exist), which makes start/end events superfluous. However, we refer to the event
concept to start an entire self-organizing group when the precondition is fulfilled.

REQ-3: Looping Semantics. Although it might be obvious to model tasks,
which may be repeated (e.g. “Write Section” or “Review Section”) using looping
constructs, the semantics of self-organizing groups allows each individual task to
be executed as often as requested by an actor (without any special highlighting).

REQ-4: Parallel Execution. We provide parallelism as the most flexible kind
of execution unless there are formal constraints specifying an ordering on an indi-
vidual basis, e.g. “Define Basic Structure” must not be executed simultaneously
to avoid overwriting of results.

REQ-5: Completion. The overall goal of the academics is to finish the article,
which is at the same time the post-condition of the self-organizing group. If the
goal is achieved or in the case of a failure, all remaining tasks can be cancelled.
In addition, there should be the option to adapt the post-condition at runtime
to be able to flexibly react to changing circumstances.

REQ-6: Adding Tasks. A crucial factor for self-organizing groups is the pos-
sibility to insert tasks at runtime, which are not included in the process model.
This is demanded as well by La Rosa [2] for “flexibility by underspecification”.

REQ-7: Data Dependency. Within self-organizing groups the data flow
(information flow) may be taken into account, as we stipulate to avoid sequence
flows (see REQ-1). Therefore, the data flow may indirectly determine the control
flow based on the availability of data.

REQ-8: Data Dependent Multiple Instantiation. In some situations an
additional property of a task is required that indicates whether the number of
instances depends on its input data, i.e. for data collections. For instance, when
the task “Define Basic Structure” returns four sections, four instances of the task
“Write Section” are required, which may be executed in parallel (see REQ-4).
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REQ-9: Dynamic Actor Assignment. In some cases within self-organizing
groups we need a concept to assign a specific actor to a certain task instance,
which means that this certain task instance has to be performed by the given
actor and must not be distributed to other actors.

REQ-10: Organizational Structure. The organizational structure within
self-organizing groups has to provide for such flexibility to enforce actors to
react to unpredictable situations [3]. This can be done e.g. by avoiding rigid
bureaucratic hierarchies or allowing actors to ignore some constraints.

2.3 The BPMN Ad-Hoc Sub-process

The ad-hoc sub-process is proposed by the BPMN standard [4] as a set of activ-
ities whose sequence and numbers of executions are decided by their performers.
A formal specification of its execution semantics is given in [5]. However, ad-hoc
sub-processes can only be executed by a subset of existing process engines and
only meet a limited number of the identified requirements (see Table 1).

Although the semantics of ad-hoc sub-processes is similar to those of self-
organizing groups to a certain extent, a major weakness of the ad-hoc sub-process
is that all comprising tasks must be specified at design time. In addition, some
requirements can only partly be met by using the defined attributes. Further
limitations of ad-hoc sub-processes are given by insufficient specifications.

Table 1. Fulfilment of Requirements by BPMN Ad-Hoc Sub-process

Requirement Satisfied Comment

REQ-1 Yes Sequence flows may be omitted

REQ-2 Yes No start and end events are comprised

REQ-3 Yes the comprising tasks can be executed multiple times

REQ-4 Partly Ordering can either be “Parallel” or “Sequential”,
whereby sequential execution affects the whole
sub-process, which is too inflexible

REQ-5 Partly Cancelling of remaining task instances is supported;
however, completionCondition is rather rigid and thus not
suitable for actors to co-decide when the process is finished

REQ-6 No There is no possibility to insert an additional task at
runtime

REQ-7 No Data dependencies are not mentioned for ad-hoc
sub-processes

REQ-8 No Data dependencies are not mentioned for ad-hoc
sub-processes

REQ-9 Yes Dynamic actor assignment is provided

REQ-10 No The organisational structure is not sufficiently specified
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3 State-of-the-Art

Already from 1962, self-organizing systems have been investigated, e.g. by
Ashby [6], Goldstein [7], or Serguendo et al. [8]. According to the categorisa-
tion introduced by La Rosa [2], the approach of self-organizing groups relates to
flexibility by underspecification. Underspecified activities denote activities in a
business process that are abstractly defined and not executable.

Hagen et al. [9] use the term “unstructured process”, when the process model
is not fully defined. They propose that neither rules for subsequent activities nor
the potential activities need to be known in advance. Common to our approach
of self-organizing groups is the focus on processes, but our intention is not to
achieve an optimal process but to support different executions of the process
depending on the current context.

Sungur et al. [10] provide an approach to support context-sensitive, adaptive
production processes, which are able to be used within smart factories. This
approach differs from ours in the sense that we do not use selection strategies
but use data flows and allow user decisions.

Bucchiarone et al. [11] propose a framework for adaptivity of service-based
applications, which allows underspecified processes to be automatically refined
at runtime by taking the specific execution context into account. In contrast to
our approach, they focus on service-based systems and not on business processes.

Pesic et al. [12] suggest declarative models describing loosely-structured
processes. Although declarative languages are highly suitable for flexible sce-
narios, they are based on another modelling paradigm than addressed in this
paper.

Further research on flexible business processes can be found in [13], where
the major focus is on process adaptations but not on self-organizing groups.

Regarding tool support, Reijers et al. [14] point out that existing workflow
management systems do not offer awareness of a situation and the flexibility to
change. Wulf [1] investigates how the introduction of groupware into organisa-
tions influences existing cooperation patterns. He states that “workflow system
failed in the field of self-organizing systems”, as the practice of cooperative work
can hardly be described. This article agrees with our experience that existing
workflow systems are not capable of supporting self-organizing groups but group-
ware may be used to some extent.

4 Semantics of Self-Organizing Groups

We use the ASM method [15], a system engineering method with a rigorous
mathematical foundation for developing systems seamlessly from requirements
capture to implementation, to specify the operational semantics of self-organizing
groups such that no room for interpretation is left. The formal specification is
based on the Hagenberg Business Process Modelling (H-BPM) method [5,16],
which we extend by a new type of activity to support self-organizing groups called
SelfOrganizingGroupTransition (a small part of the specification is presented
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below) to address the requirements REQ-1 to REQ-9. REQ-10 is dealt within
the actor approach of H-BPM [17], which provides a flexible role hierarchy and
allows for specifying restrictions.

We plan to publish the complete specification any time soon.

rule SelfOrganizingGroupTransition(flowNode) =
ActivityTransition(flowNode) where

[...]
forall node ∈ activityNodes(flowNode) with

incomingSequenceFlows(node) = {} and
incomingDataFlows(node) = {} do

CreateInstance(node, instance, correlationInfo(instance))
[...]
if evaluate(postCondition(flowNode)) then

DoSOGCleanup(instance, flowNode)
else

CreateAdditionalTasks(instance, flowNode)

5 Supporting Self-Organizing Groups Using JIRA

We now show how the tool Atlassian JIRA [18] can be used to support the actors
of self-organizing groups to handle their tasks. JIRA does not support business
processes as a common workflow engine would do; for instance, instantiation
of (user) tasks must be done manually in JIRA or by offering methods which
handle the creation of issues programmatically. In this way, the main activities
can statically be predefined (e.g. as tasks) and at runtime actors can create
appropriate sub-tasks. The sub-tasks can then be assigned to individual actors.

Another key difference between a common workflow engine and JIRA is that
JIRA does not define sequence flows. A user can select and start a task of
their work list using the JIRA action “Start Process” and complete the task via
“Resolve Issue”. After the completion of a task, a typical workflow engine would
create an instance of the subsequent task and offer it to the assigned actor(s).
In JIRA, just as with self-organizing groups, it is mainly up to the actors when
they want to perform certain tasks.

Regarding workflows, several lifecycle states of activities, as e.g. proposed by
the BPMN standard, can be mapped to states provided by JIRA. For the tran-
sition of one state to another, JIRA uses a built-in process engine. The JIRA
states “Open” and “In Progress” relate to the BPMN lifecycle states “Ready”
and “Active” respectively, just as the JIRA state “Resolved” relates to the life-
cycle state “Completed”. The failure lifecycle states “Failed”, “Terminated”, or
“Withdrawn” may be equivalent to the JIRA state “Closed”.

For programmatic support, JIRA provides the Representational State Trans-
fer (REST) API that allows to access the JIRA environment and, additionally,
provides a lot of classes that ease the access (e.g. the class JiraRestClient). As
development environment we use Eclipse Java EE IDE for Web Developers Ver-
sion Mars.2. Figure 2 shows some JIRA tasks and sub-tasks available for writing
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Fig. 2. Tasks and sub-tasks in JIRA

an article for scientific dissemination introduced in Sect. 2.1. We only provide
methods for the creation of the issues in JIRA but not for changing the states,
as JIRA already offers good support for the actors via the JIRA GUI, which
provides several actions (e.g. “Start Process”, “Close Issue”, and so on).

Discussion of Results. We showed that the tasks of self-organizing groups can
be managed by using the widespread software development tool JIRA with its
built-in process engine, as the tool supports distribution (assignment) of a single
task/sub-task to an actor and provides different states for each task. In addition,
the application scenario demonstrates that only the creation of tasks/sub-tasks,
including the assignment to the actors, should be supported programmatically, as
the participants are well supported by the tool for all other actions (like changing
the status). Communication has to be managed by the participants themselves,
i.e. the assignment of tasks to a particular actor already includes communication,
as the assigner communicates what has to be done to the assignee(s).

In our company, a lot of projects are carried out and in most of them we use
JIRA for issue tracking. Since in many of them scientific articles are written, our
motivating example of self-organizing groups will frequently be applied in future
to provide a much better support for the authors.

Table 2. Fulfilment of requirements within the approach

Requirement Satisfied Comment

REQ-1 Yes JIRA does not provide for sequences

REQ-2 Yes JIRA does not provide for start and end events

REQ-3 Yes JIRA allows task/sub-task creation at any time

REQ-4 Partly JIRA allows parallel execution, sequential execution must
be handled by the actors

REQ-5 Partly JIRA provides GUI actions, completion must be handled
by the actors

REQ-6 Yes JIRA allows task/sub-task creation at any time

REQ-7 No Data dependency must be handled by the actors

REQ-8 No Data dependency must be handled by the actors

REQ-9 Yes JIRA allows actor assignment at any time

REQ-10 Yes JIRA provides administration for user/group
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An overview of which requirements, defined in Sect. 2.2, are satisfied within
the approach of using JIRA for supporting self-organizing groups is presented
in Table 2. The table shows that six out of ten requirements are fulfilled, two
are partly fulfilled, and the users of self-organizing groups must be aware of the
remaining ones (in particular regarding data dependency).

6 Conclusion

Besides other types of business process adaptations like context-based, actor-
based, or preference-based adaptations, which we already investigated in pre-
vious research and whose results we have partly published, e.g. in [13,19,20],
in this publication we concentrated on self-organizing groups, one of the most
flexible and complex type of business process adaptations.

We first summarized the requirements of self-organizing groups and then
specified their semantics using ASMs to guarantee that their executable behav-
iour is as expected. Furthermore, we provided an approach on how to use JIRA to
support the actors of self-organizing groups in managing their tasks by either cre-
ating the necessary issues manually or by implementing a Java application that
offers the corresponding methods. We also demonstrated the practical applica-
bility via a scenario for writing an article for scientific dissemination.

In future research we will explore goal-based adaptations, an extension of
preference-based adaptations to support flexible business processes with an
optional actor profile. The actors can themselves adapt the process flow also
with unspecified activities in order to achieve the defined goals.
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13. Bögl, A., Natschläger, C., Geist, V.: Towards flexibility in business processes by
mining process patterns and process instances. Proc. MODELSWARD 2016, 469–
476 (2016)

14. Reijers, H.A., Rigter, J.H.M., van der Aalst, W.M.P.: The case handling case. Int.
J. Cooperative Inf. Syst. 12(3), 365–391 (2003)

15. Börger, E., Stärk, R.: Abstract State Machines: A Method for High-Level System
Design and Analysis. Springer, Heidelberg (2003)

16. Kossak, F., Illibauer, C., Geist, V., Natschläger, C., Ziebermayr, T., Freudenthaler,
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19. Natschläger, C., Geist, V., Illibauer, C., Hutter, R.: Modelling business process

variants using graph transformation rules. Proc. MODELSWARD 2016, 65–74
(2016)
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Abstract. Engineering and testing of mechatronic systems is expected to be
heavily impacted by Industry 4.0 and big data, which transform the classic hier‐
archical information model into decentralized, distributed services. However, it
is not sufficient to collect and process big volumes of data in order to realize the
expected benefits of Industry 4.0. Industry companies have to establish appro‐
priate interfaces and integration strategies with their established engineering
processes and the related information systems. In this paper we present our expe‐
riences and the enterprise system infrastructure we developed for test and piloting
of complex mechatronic systems at a large engineering and manufacturing
company. The implemented solution has become a backbone for systems engi‐
neering and is frequently used by various stakeholders. Furthermore, we describe
how we extend the approach by integrating data from machinery in the field to
ensure “end-to-end digital integration” that provides feedback for the construction
and testing of new systems.

Keywords: Industry 4.0 · Information integration · Architecture of ERP systems

1 Introduction

The engineering and testing of mechatronic systems is a knowledge-, time- and resource-
intensive process. At its core, it is driven by the technical processes of systems engi‐
neering [1]. The engineering activities are accompanied by several enterprise and
management processes due to their size and organizational complexity. These processes
are also the gateway to general business management as well as organizational units that
cooperate in the development, deployment, operation and maintenance of the engineered
system.

On the enterprise level, processes rely on adequate software support in terms of
product lifecycle management tools, manufacturing execution systems and enterprise
resource planning (ERP) solutions for implementing business processes, information
flows, data visualization and analysis [2]. These software systems are the digital repre‐
sentation of the organizational structures and processes. The classic example in context
of production organizations is the archetypal “automation pyramid” [3]. Enterprise
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resource planning systems constitute the top level of the pyramid. The base layer is
formed by the technical production processes. Vertical integration enables an effective
and efficient orchestration of the processes and a timely, data-driven synchronization of
the involved activities. The pyramid proposes a hierarchically structured information
model where data from different operational processes is integrated and aggregated.

The strategic initiative “Industry 4.0” (“fourth industrial revolution”) announced in
Germany and its adjunct concepts (e.g., Cloud Computing, Cyber-Physical Systems,
Internet of Things) are expected to cause a paradigm shift in work organization, business
models and production technology [4]: “The goal is to realize smart factories, in which
machines and resources communicate as in a social network. Such a smart factory will
produce intelligent products (smart products) that know how they have been produced,
and will collect and transmit data as they are being used; these huge amounts of data
(big data) will be collected and analyzed in real time. New insights will thus be generated
and used to move one level up from smart factories to smart processes and smart prod‐
ucts. At a higher level, the data sent by the smart devices can help the manufacturer to
pinpoint the preferences of the consumers and, thus, shape future products” [5].

Industry 4.0 is also expected to heavily impact the classic hierarchical information
model, decomposing the automation pyramid into decentralized, distributed services [6].
Big data is going to play a key role in the paradigm shift. Yet the primary objective
behind the use of big data in industrial applications is still to achieve fault-free products
and cost efficient running of the processes [5]. Furthermore, the availability of (big) data
covering all phases of the product lifecycle – from development and construction,
production, usage and end of life – will also leverage the engineering activities involved
in complex systems [7] and product lifecycle management [8]. As a result, Industry 4.0
and big data promise a significant economic opportunity. For manufacturing McKinsey
estimates a possible decrease in product development and assembly costs by up to 50%
and a reduction of working capital by up to seven percent.

However, it is not sufficient to collect and process big volumes of data in order to
realize the expected benefits of Industry 4.0. Industry companies have to establish
appropriate interfaces and integration strategies with their established engineering
processes and the related information systems. This is considered one of the main chal‐
lenges in related research. Li et al. [8] point out that “processing engineering data is
more than employing existing data process methods to industry cases. To get the desired
results which can serve for design, production, maintenance, and recycle, the data
processing has to be combined with engineering and manufacturing laws and knowl‐
edge”. Foidl and Felderer [9] analyzed the impact of Industry 4.0 from the viewpoint of
an Austrian electronic manufacturing services company. They identified eight funda‐
mental research challenges including the key question “How should engineering
processes and responsibilities be organized along an end-to-end digital integration of
engineering?”.

In this paper we describe an approach and enterprise system infrastructure developed
for test and piloting of complex mechatronic systems at a large engineering and manu‐
facturing company, TRUMPF Maschinen Austria. The implemented workflow, infor‐
mation flow, reporting and data analysis support have become a backbone for systems
engineering. Currently, the approach is extended to integrate usage data from machinery
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in the field. The case illustrates a first step towards an “end-to-end digital integration”
[6, 9] that forms a feedback cycle providing usage information from the field for the
construction and testing of new systems.

This paper is organized as follows: Sect. 2 describes the industry context and the
high-level engineering process for mechatronic systems. Section 3 provides an overview
of the test and piloting process and the related software infrastructure. Furthermore, this
section also discusses requirements and benefits of collecting and integrating field data
from machinery usage together with a preliminary solution concept. The paper
concludes with a summary and lessons learned in Sect. 4.

2 Industry Context

The high-technology company TRUMPF provides manufacturing solutions in the fields
of machine tools, lasers and electronics. These are used in the manufacturing of the most
diverse products, from vehicles, building technology and mobile devices to state-of-the-
art power and data storage. The company’s core business is in machine tools for flexible
sheet metal processing and tube processing. With more than 60 international subsidiaries
all around the globe, TRUMPF is one of the world’s biggest providers of machine tools.

The focus of the work described in this paper is on a specific engineering phase,
namely Test and Piloting, within the engineering process of mechatronic systems (on
the right-hand side of Fig. 1). This process includes integrating of experiences and feed‐
back from the field leading to new or refined requirements specifications that cause
adaptation of existing test scenarios. In the company’s organization, the test and piloting
activities are structured in a stand-alone test and piloting department with interfaces to
the different engineering and development departments, the product lifecycle manage‐
ment, and the quality assurance department.

Fig. 1. V-Model as applied in the TRUMPF engineering process
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A detailed overview of the workflow is given in [10]. Examples for specific tests are
life cycle tests, tests for series-production readiness, accuracy and functional specimen
tests. Tests are usually either part of an innovation process or integrated in the devel‐
opment of a new system. Their main purpose lies in the improvement of existing
components or in the exploration of the technical capabilities of new components. Reuse
of tests and their evolution over product versions and cycles play a central role. Tests
for early innovations are transformed into reusable tests that are made available for future
test and piloting cycles. As the test and piloting department acts as an internal service
department, test and piloting assignments are triggered in all phases of the development
process (e.g., concept phase, development phase, prototype phase, prelaunch phase, and
series release) and also during the maintenance of production models in case of produc‐
tion series support.

3 System Overview

Test and piloting is a key step in the engineering of new mechatronic systems as it is
subject to engineering standards and legal requirements. It is highly data-driven [11]
and relies on detailed and accurate documentation of the process and the outcome. The
whole process is supported by a custom information system. Since a study conducted
with industry partner companies showed that no appropriate support by standard tools
or commercial vendors is available [10], a custom solution for test and piloting practices
has been developed in-house, enriched with test planning methods, knowledge manage‐
ment for test methods and reuse methods and integrated in the existing infrastructure.

The developed solution, which was built on top of Microsoft Sharepoint, has become
a highly successful support system and a valuable backbone for the systems engineering
process. It is used throughout the bending technology division of TRUMPF by
employees on sites in four different countries (AUT, GER, ITA, and CHN). As a central
data hub it does not only serve system engineers and testers but also members of software
development, quality assurance, marketing & sales, and product lifecycle support.
Therefore, high availability and scalability is a major requirement to serve up to 100
different users a day.

3.1 Information System for Test and Piloting

Figure 2 provides an overview of the high-level system architecture and design of the tool
support. Core modules of the Sharepoint solution, which contents are closely coupled to
each other, are the Specification, the Test Management, and the Test Execution module. The
Specification module contains structured data that describes the composition, the context
and product line features of a machine as defined in requirements and performance speci‐
fication documents. On basis of the specifications test and piloting project managers use the
Test Management module to create test plans for different project phases. The Test
Management module supports reuse of well-known standard tests that were already
conducted in similar projects. Furthermore, it provides feedback about the overall testing
progress based on information from the Test Execution module.
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Fig. 2. Overview of the custom tool solution for test and piloting of mechatronic systems.

Items in the Test Execution module, so called test orders, are generated according
to the test plan items. A case offers a detailed description of the testing sequence, helps
useres keeping track of their activities, and rates the degree of performance and quality.
The ratings of test orders are reported back to the specification module, which provides
an overview of the verification and validation state for system engineers. Additionally,
the Test Execution module features a fast and easy way to reserve time slots on testing
machinery and to assign test execution items to members of the test and piloting depart‐
ment. By means of this information the project manager is able to monitor the degree
of capacity utilization and distribute the workload of testers semi-automatically. Due to
the association of test orders with machines it is possible to reproduce the history for
traceability reasons.

3.2 Integrating Data from Field Usage

Test and piloting of machines require expert knowledge about typical usage scenarios,
exceptional situations and accurate estimates about the frequency of their occurrence in
the field. Relevant data is collected in requirements engineering, from previous test and
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piloting iterations as well as from support and maintenance cases. Currently, the
approach is extended to integrate usage data from machinery in the field as a step towards
a closed feedback cycle providing most realistic and up-to-date information for the
construction and testing of new systems.

For this reason we build up a Knowledge Base (Fig. 2) using Elastic Stack1 (including
Logstash, Elastic Search, and Kibana). Data in the Knowledge Base is constructed from
machine logs, which contain information about sequences, parameters, and types of
activities. These logs are produced from machinery of different generations and different
product lines and, moreover, must be processed from a variety of data sources. Typically
the machine logs are not accessible via network but they have to be retrieved from
machines in the field by a service technician. An ETL process based on Logstash is
implemented to harmonize heterogeneous log data and to store them in the knowledge
base in a structured way.

Structured data in the Knowledge Base may be either manually explored to discover
requirements for new usage scenarios or automatically analyzed to support the creation
of test cases. Manual exploration – as perfomed by system/mechatronic engineers, sales
employees, and product managers – is supported by pre-defined and extensible Kibana
dashboards. Automatic analyzation is implemented using Elastic Search queries that are
framed to serve tools used by simulation engineers [12], software developers, and the
present information system for test and piloting.

4 Summary and Lessons Learned

In this paper we described the process and information management infrastructure
developed for test and piloting of complex mechatronic systems at TRUMPF Maschinen
Austria. The implemented system has become a central data hub for the overall systems
engineering process. It is extended to integrate usage data from the field to provide a
realistic and accurate basis for constructing and testing of new machinery. In the
following we summarize our lessons learned from the development of the information
system and its application for an “end-to-end integration” over the entire product life‐
cycle.

(1) Developing a custom solution provides optimal support for flexible business
processes. No off-the-shelf solution was available that would have provided the
required functionality, which triggered the development of an in-house solution.

Traditional ERP systems unite functions such as order management, procurement,
production and inventory management, human resources, as well as financial controlling
on a single, integrated platform. Thus, ERP systems have been widely adopted for
manufacturing companies. The support has been extended towards capabilities for
make-to-order. However, ERP still lacks key functions for systems engineering where
the work is often conducted in (one-off) projects not based on orders. Implementing a
custom solution turned out to be the right decision, as it offers flexibility and optimal

1 https://www.elastic.co.
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adaptation to existing processes and established workflows. These processes and work‐
flows are core assets of an engineering company. Finally, the custom solution helped to
gain high user acceptance.

(2) A mature web-based technology as platform for the custom solution provides
security, accessibility, and scalability.

Large parts of the system described in this paper were developed on top of Microsoft
Sharepoint (see Sect. 3). The main reason for choosing Microsoft Sharepoint as the basis
has been its web-based technology that it is accessible to all employees at different sites
and via various different (mobile) devices. At the same time it is scalable enough to
introduce new projects and services without affecting the performance of the system.

(3) Early user involvement supported by an incremental development approach
is crucial for the acceptance of the system.

After establishing a data base, features have initially been implemented by rapid
prototyping. New features were deployed and released to a set of core users, who
provided fast feedback. Features that were used frequently have been improved
according to the feedback and brought to product maturity, e.g., by increasing automa‐
tion support. Features not in use were discarded or replaced by different functionality.
This user-centered design approach ensured that features have been implemented prop‐
erly and it raised acceptance of the whole solution.

(4) Two distinct scenarios must be supported when integrating machinery data
from the field.

Scenario 1: Users expect the possibility to explore data via dashboards, business
intelligence, or data analysis to gain new, “surprising” insights that impact the existing
processes and engineering activities in “revolutionary” new ways. For example, creating
completely new tests/requirements from previously unknown usage scenarios and
design new piloting approaches with real-time feedback from the field.

Scenario 2: The most frequent and therefore essential scenario, however, remains
the integration of data as part of established processes and engineering activities, which
are not changed radically because of new insights from data. The goal is to support
existing processes and activities by easy integration of information, making them more
accurate and speeding up testing cycles.

(5) Management support and the presence of a project champion are critical
success factors when implementing an ERP solution.

Building up an ERP system is a time-intensive process that includes concerns of
various different stakeholders. Therefore, one of the most important success factors is
top management support [13]. In the present case the manager in charge actively partic‐
ipates and backs up the project even when the project team gets on the wrong track and
features have to be discarded.

Furthermore, the “success of technological innovations has often been linked to the
presence of a champion, who performs the crucial functions of transformational lead‐
ership, facilitation, and marketing the project to the users” [14]. The project team
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contained a member who, on the one hand, took care of entering a critical amount of
data in the initialization phase to make sure that colleagues had additional benefits when
using the system at an early stage. On the other hand this team member also built up a
network of users to gain feedback, requirements and to promote the system.
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Abstract. Cooperative production is increasingly important in today’s global‐
ized competitive economy, especially for small and medium-sized enterprises
(SME). Companies work together and by this share their competencies, infor‐
mation and resources to optimize production. The flexibility demands towards
the supporting software applications not only concern the processes and services,
but also security aspects. In this paper we focus on access control. A range of
security models is studied with respect to their suitability of fulfilling the security
requirements for cooperative production. Included are established models such
as role-based access control (RBAC), or noticeable ones like attribute-based
access control (ABAC), but also rather little-known ones such as break-the-glass
(BTG) or intend-based access control (IBAC). The requirements discussed are
based on literature study and results of a current application-oriented research
project. Finally a recommendation for some specific security models is argued.

Keywords: Cooperative production · Cooperative production processes ·
Security · Security requirements · Security models

1 Introduction

In today’s globalized competitive economy the need for well-organized cooperative
production networks is increasing continuously, especially for small and medium-sized
enterprises (SME). With this business paradigm, individual companies work together
and share their competencies to optimize production and the own results.

Cooperating is not a completely new approach, but often, especially with SMEs,
companies still work together on a rather informal basis - they know each other, they
trust each other and thus, when needed they contact each other to join a cooperative job.
There is little or no specific IT support. It is rather about phone calls and e-mails send
around.

A cooperative production network is much more than that. Different partners work
together in not only one but several projects – be it in parallel or in sequence. The network
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is based on a common strategy, the members share their knowledge and experience in a
much broader way than before, several partners may be involved in one job, and many
more aspects. Cooperative jobs are characterized by a high need of flexibility, contractual
relations with quite a number of partners, instantly reacting to internal and external events,
adding new partners and/or removing ones, generally leaving planning details open until
they are actually needed, etc. Such a network is typically supported by some specific soft‐
ware tool. Besides the services offered, it is always a question about security, especially
access rights. Even though trust is said to be a fundamental basis for such a cooperative
production network, the level of trust may not be the same between each of the partners.
Thus, challenging security requirements, especially concerning access rights need to be
considered in the software system. Therefore, an appropriate security model needs to be
selected to support these requirements. How fit models such discretionary access control
(DAC), mandatory access control (MAC, lattice based access control) or role-based access
control (RBAC) the requirements? What about attribute-based access control (ABAC), the
Chinese wall security models, Break-the-Glass (BTG), Intend-based Access Control
(IBAC) or Emotion-based Access Control (EBAC)?

In the further this paper discusses different security models with respect to the
specific security requirements of cooperative production processes. The paper is struc‐
tured as follows: Section 2 starts with a discussion of the terms cooperation vs. collab‐
oration, which are often used interchangeably, not only in practice. In the further, basic
ideas concerning cooperative production in small and medium-sized enterprises (SME)
and cooperation networks are discussed. In the following Sect. 3 essential security
requirements for cooperative production processes, considering theory but also experi‐
ences from a current application-oriented research project, are given. Several possibly
useful alternative security models are discussed in Sect. 4 with respect to the security
requirements described before, to propose a suitable security concept concerning access
control for cooperative production processes in SMEs. The conclusion in Sect. 5 finally
rounds up the paper.

2 Cooperative Production in SMEs

Tough competition in today’s globalized economy demands companies, especially small
and medium-sized enterprises (SME), to cooperate to survive on the market [1]. Coop‐
erative production is a business paradigm, where individual companies work together
and share their competencies to optimize production within the network [2] and reinforce
each other.

Especially in practice the two manifestations of working together – cooperation and
collaboration – are often used interchangeable. Research and professional literature
attempt to overcome this shortcoming by providing definitions, but still they are not used
consistently also in literature.

After [3] the term cooperation implies a varying degree of intensity, duration and
direction of cooperation between independent companies. The partners can be both
competitors, as well as upstream or downstream in the value chain. In scientific work
the following characteristics have be derived:
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• A common goal or activity is split into differently weighted sub-tasks (division of
labor), which can be processed sequentially or in parallel (see [4, 5]).

• The cooperation is organized through a hierarchical structure (dictate, subordina‐
tion, different duties) [4, 5].

• The partners are legally and partially economically independent [6, 7].
• Often considered, but not regarded as essential aspects are: the use of common

resources for the individual preparation of the results [5] as well as a cooperation
agreement [6]. [5, p 37] summarizes cooperation briefly as “activity and process
coordination”.

In the professional world collaboration is often seen as a stronger form of cooper‐
ation. [4] differentiates the terms cooperation and collaboration in particular with regard
to the type of division of labor. While work is centrally allocated in a cooperation, in a
collaboration each contributes “… alike with his individual knowledge and skills for
solving the overall task …”.

The following characteristics are often associated with collaboration:

• Individuals, groups, organizations, etc. jointly work at the same time on a common
goal or task [4–6].

• Context is designed and negotiated together [6].
• Ongoing decentralized decisions within common process chains, who makes a

certain contribution [4].
• The individual contribution to the overall result is not always accurately traceable

[4], as they are not only directly measurable, but also influence each other [6].
• Shared resources and distributed information [5].

Even though in practice many production steps are often rather executed in
cooperation, there are crucial parts which need collaboration, too. Collaboration
between companies differs from approaches such as computer-supported collabo‐
rative work (CSCW) which denotes a class of software applications, supporting
people to cooperate within an organization (cp. [8]). As the focus with our project
is on the characteristics stated with cooperation, we will further keep with this term.

Cooperative production is about achieving individual and common goals, by
streamlining and coordinating the whole production and service process, including
the supply chain. With current IT infrastructures this also means to provide inter‐
faces or some common space to allow for a comprehensive and coherent common
information base, which is important to support and improve decision taking
throughout the whole process.

However, there is not the one cooperation model. Cooperation can differ in many
aspects, be it in type (production, production creation, research, joint venture, etc.)
or scope (single interaction, long-lasting cooperation with several partners). [7] for
example differentiates cooperation types based on their primary goals – interest
group/syndicate, consortium, and joint venture. While a syndicate strives for long-
term profit maximization by merging purchasing, marketing and sales or product
development, a consortium works together on a certain task or goal, e.g., constructing
a complete building. A joint venture means jointly establishing a legally inde‐
pendent company that performs tasks in the common interest. But there are many
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other types of cooperation models. The design heavily depends on the framework
conditions, the partners involved – their strategies, needs and competencies – and
particularly the trust that they have in each other. Thus, different contractual rela‐
tions need to be defined with each cooperative job, with details depending on the set
of partners involved (cp. [9]).

Not only with collaboration, but also with cooperation organizations need to adjust
their strategies and especially their operative processes throughout the whole value-
chain to successfully work together (cp. [2]). The need to negotiate the concrete layout
of the cooperation could be supported by methods used with e-Contracting based on
semantic technologies. [10] demonstrate a modular framework using Semantic Web
technologies for e-Contracting, where communication protocols and the strategies of all
partners involved are separated to enhance reusability and offer better support for privacy
and security issues.

2.1 Dynamic Manufacturing Networks

During the last years the term Dynamic Manufacturing Network (DMN) has emerged,
meaning permanent or temporarily production cooperation between SMEs, which work
together in a common value chain to achieve better results. The intention behind the
development of the term DMN was to increase competitiveness through a stronger focus
on core competencies and partnerships with other organizations with complementary
strengths [11, 12].

The term DMN was introduced in [13] and further developed in the European
project IMAGINE [11], where the cooperation platform i-platform has been devel‐
oped to implement and support DMNs. A DMN can be regarded as production or
supply chain network, with an implicit concept of dynamics to react to changing
market demands. The project IMAGINE had a strong focus on dynamic partner
selection, which is however not the core problem in our scenarios, but still the basic
framework developed throughout IMAGINE is an interesting starting point for our
project.

To participate in a DMN needs to be a well-considered decision at each participating
organization. Many things need to be regarded such as trust, security, need for adopting
internal processes and IT interfaces to correspond to certain DMN-specific standards,
resistance against change (esp. in the initial phase), but also loss in money and reputation
if the network fails. But on the other hand, studies prove that DMNs, if well-functioning,
generate profit already in the initial phase up to 30% [14] by decreasing management
and production costs and reducing quality problems at the same time. Additional advan‐
tages are furthermore the reduced financial commitment of the partners and much better
times to market [15, 16].

In the project IMAGINE a DMN lifecycle model has been developed which
describes three phases: (1) Networks Analysis & Configuration, (2) Network Design,
and (3) Network Execution Management & Monitoring [17] (Fig. 1).
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Fig. 1. DMN lifecycle model [17]

The cycle starts with a customer request, describing the requirements for a certain
order (e.g., kind of product including details, delivery date). In phase 1 the consortium
is created, which consists of production partners and suppliers. Furthermore, all neces‐
sary information is prepared. During phase 2 all processes are setup in the network (end-
to-end), while phase 3 deals with the execution of these processes and their controlling
within the network. The focus of the IMAGINE project is on each cooperative job.

2.2 Dynamic Enterprise Network

While the focus of IMAGINE is on the DMN lifecycle of each single cooperation, [18]
further distinguishes between the underlying stable corporate network and the dynamic,
job-oriented value added network (see Fig. 2). The value added network, called the
Virtual Enterprise, is built upon a stable platform, which covers all partners that handle
common jobs under this network. The platform describes the roles that the partners can

Fig. 2. Virtual Enterprise and Stable Platform (cp. [18, p. 323])
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take over regarding the development of the network itself, but also in terms of concrete
cooperative jobs.

Technical interfaces between the partners are defined, to facilitate an integrated IT
support. In addition, a variety of information is documented in this platform, such as
contact lists, special partners’ skills or experience, suppliers, history of cooperative jobs,
or basic contractual arrangements.

The corporate network can be designed to be very open right up to be completely
isolated. The design is driven by the strategy for the network. However, studies have
shown [18] that completely open networks in practice do not survive in the long term.
A core team that strongly identifies itself with the network and is working on a consistent
goal-oriented development is essential for the successful viability of the network.

Based on this network, job-based, dynamic value chains can be defined in different
compositions. Not each partner participates in each job, and also the responsibilities of
a partner can change from job to job. Depending on the requirements, the consortium is
formed and may even been further developed throughout the job.

The dynamics implied in the basic concept, but also the need to support some
common ground, have to be considered with the supporting IT infrastructure.

3 Security Requirements for Cooperative Production Processes

Even though security requirements are not only relevant within the context of one
specific application, we will concentrate on the requirements concerning the information
system implementing the processes. Cooperative production processes involve several
partners in distinct locations. Thus, communication between these partners is transmitted
over some network, typically the Internet. Therefore communication over the network
as well as the IT system needs to be protected.

In the further, we focus on the security requirements for the cooperative production
processes, especially on access rights. Besides theoretical considerations, the following
requirements are based on results from one of our current application-oriented research
projects, dealing with cooperative production processes. We only point out the most
important requirements:

• Different levels of stability of access rights. Cooperation processes are characterized
by a high demand for flexibility, which needs to be considered with the security
requirements for the supporting IT system. As proposed by [18], we distinguish
between the stable platform and the job-oriented network. The stable platform holds
general information about the partners, interfaces, etc., and needs rather stable access
rights to the different artifacts in the IT system. The job-oriented network, however,
supports the individual, dynamically evolving cooperative job. For these cooperative
jobs, access rights typically differ from job to job and may also change during its
development.

• Flexibility in defining access rights. With the job-oriented networks, the concrete
access rights depend on several aspects from the basic characteristics of the cooper‐
ation type, to the customer and especially to the other partners involved. There may
be different levels of trust between the partners involved within the network, which
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needs to be taken into account. E.g., while some partner would not care sharing
detailed data with partner A, it would be absolutely impossible with partner B. For
successfully establishing cooperative production processes also such special cases
need to be considered.

• Management of access rights within the job-oriented network. This requirement is
based on the high demand for flexibility. The detailed definition of access rights for
the concrete job should be managed by the one responsible for the concrete job. As
flexibility in processes is managed by this person, this is also the one who best knows
about the specific security demands within the specific situation and can continuously
keep processes and security aligned.

• Immediate changes. Changes to security-relevant aspects need to be immediately
available within the information system. Cooperative jobs are continuously evolving
in a typically stressful time frame, therefore new team members need to be integrated
quickly, changes to access rights of different artifacts need to be directly available, etc.

• Immediate reaction in urgency. Even though the domain is not dealing with life-
threatening processes, still in some situations (e.g., disease, offense, accident, or
death) immediate reaction can be crucial for the economic survival of partners. Espe‐
cially, if the individual processes are very much integrated with the ones of the other
partners. Yes, production networks are one mean to distribute risk, but they are also
established to go for larger projects. Immediate reaction may leverage the existing
access rules, but still may be necessary, at least for active users within the system,
perhaps with additional limitations. If so, mechanisms for monitoring what happened
then, being able to roll up the whole case are necessary.

The security models studied in the following will then be analyzed concerning the
high-level requirements presented before.

4 Security Models for Cooperative Production Processes in SMEs

There are three models that are mostly used in practice for securing information in
terms of access control, discretionary access control (DAC) [19], mandatory access
control (MAC, lattice-based access control) [20] and role-based access control
(RBAC) [21, 22]. Out of them RBAC has become the dominant model. Quite some
extensions of RBAC have been developed like introducing hierarchies [21] or adding
spatial concepts (SRBAC) [23].

Anyhow another approach came up, defining access via attributes. It allows much
more flexibility and helps to overcome the strict subject – object – access right
restrictions. The attribute-based access control (ABAC) has been developed and
proposed by [24]. Due to its flexibility the other models (DAC, MAC, RBAC) can
be defined in ABAC [25]. Frameworks and standards like the OASIS XACML
(eXtensible Access Control Markup Language) have been developed and are used
in practice, mainly supporting this new ABAC model.

For separating information access between different companies the Chinese wall
security model was developed. The main idea is that first users are able to access any
information from any company but, once one has accessed data from one company, he
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or she is no longer allowed to access information from another company within the same
class of companies. So no information flow can happen between two competing compa‐
nies. According to the authors this model is also known as Brewer and Nash Model [26].

Beyond this ‘classics’ lots of other not so well known security models have been
introduced. Three of them shall be listed here. First we have to mention the ‘Break the
Glass’ model (BTG). It mainly has its origin in the medical domain [27]. Solutions
to access the medical data of a patient, although prohibited by the access control
system, are required in case of an emergency. Basically the main idea is that the
system allows breaking access restrictions defined in a chosen other security model,
e.g., RBAC. In such a case predefined actions are performed, e.g., protocolling every‐
thing in detail and immediately informing authorities about this event. A simple
implementation would to prepare particular user-accounts for such situations and to
start according measures automatically when one of these accounts is used. Newer
research also incorporates break-glass-policies into other domains, such as business
processes. A sound review has been published in [28].

All models listed above ask “who” (verified by an authentication procedure)
wants access and then according to the model specific regulations allow or deny it.
A completely different approach to access control is asking “why” access is wanted.
These models are called Intend-based Access Control (IBAC) or Emotion-based
Access Control (EBAC). The big - in our view still open - research question is how
to detect intention and emotion correctly. The first publications are doing it by meas‐
uring and classifying EEG signals from the users’ brains [29] which currently is no
option in daily practice.

Matching the requirements described in Sect. 3 with the security models available
we can argue:

• MAC, DAC, RBAC (the most popular models) do not support sufficiently the
required flexibility.

• Chinese wall could be an approach, but seems not to be the right one for these partic‐
ular application scenarios. E.g., it does not allow that one partner will get information
from a second partner in the same group. Through the dynamics the groups would
have to be reassigned very often.

• ABAC definitely is a candidate. Access right rules can be defined completely free
(E.g., like “If the owner of the data belongs to the same project then allow access.”)
However, defining and managing all of these partly fine-grained rules causes addi‐
tional effort and has to be supported very well.

• IBAC and EBAC are by far too futuristic and will not be candidates for cooperative
production in SMEs.

• We propose the combination of BTG and ABAC to be the best combination of
models. Here we have the flexibility of ABAC but it can be applied in a compact
way. Not each situation or eventuality must be considered. For these cases BTG will
step into and guarantee the right information flows.

The results given provide some basic orientation for the decision concerning an
appropriate model or model-mix. Besides this, additional criteria have to be regarded in
a concrete situation, especially with respect to the competences of the users involved.
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5 Conclusion

Beside economic aspects like optimizing resources and gaining a better profit in loosely
coupled production networks security aspects are important as well. In this article well
known but also some not so widespread approaches for security models and policies are
investigated towards their applicability for production networks. The attribute-based
access control definitively fits the requirements of cooperative production in SMEs best,
since it allows a completely free definition of access rules. Managing the access rules
will take some effort and resources. Here adding a break-the-glass implementation could
help. On one hand it allows to implement a more restrictive policy without the need of
frequent changes, on the other hand it will allow to continue a process, even if the
according access rules do not allow it – of course with a detailed documentation and
information chain of this event.
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Abstract. Processes are the core of an enterprise and describe the inter-
connection of tasks in daily business. The purpose of this article is to
present methods and tools that enable extraction of processes based on
the concept of process analysis/mining. This valuable knowledge about
the current processes of a company can serve as the starting point for
performance analysis and process improvement, for implementation of a
software system or for monitoring adherence to processes.

In this paper, we present two actual business scenarios of manu-
facturing companies and their requirements regarding process analysis.
We used a practical research approach including quantitative methods.
Important results are the suggestion of a procedure and the development
of a process mining tool. A comparison of de jure and de facto processes
and a suggestion of optimization potentials complete the work.

Keywords: Process mining · Process comparison · Optimization

1 Introduction

In administration and semi-automatic production, data is produced in many dif-
ferent places. Analysis of these data is, if at all, mostly done selectively for a
specific machine and, thus, represents the view of this machine. To also receive
the view of a product, data must be exploited across all production and admin-
istrative steps. Process analysis (or process mining) considers the entire process
with all its steps and, thus, identifies possible orders of activity execution, mis-
behavior, outliers, bottlenecks and execution/waiting times.

Process mining is, however, a rather new technology, e.g., in contrast to data
mining. According to Gartner’s Hype Cycle for Business Process Management,
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automated business process discovery is currently at the peak of inflated expec-
tations and will reach productivity in about five years [1]. The Process Mining
Manifesto [2], which contains a set of guiding principles and was written by
the IEEE Task Force on Process Mining, was announced in 2011 and also the
well-known book on Process Mining by van der Aalst was published in the same
year [3]. Thus, the application of process mining techniques in production com-
panies is at an early stage. To address this issue, we provide a practical approach
with understandable analysis techniques for typical production processes.

The remainder of this paper is structured as follows: Sect. 2 comprises the
motivation and preliminaries of process mining. Related work with focus on
process analysis and process mining tools is studied in Sect. 3. In Sect. 4, two
business scenarios with production processes are presented and a self-developed
process mining tool called “SCCH Process AnT” is described in Sect. 5. Finally,
the conclusion sums up the main results in Sect. 6.

2 Motivation and Preliminaries

The aim of process mining is to identify processes from company and/or produc-
tion data. This includes the identification of activities (process steps), the order
and frequency of their execution, as well as the determination of execution-
/waiting-/cycle-times. An example for the result of a process analysis is shown
in Fig. 1(a). The activities are denoted with capital letters (A, B, C, ...) and
comprise the execution time in a confidence interval. The paths between the
activities represent the execution order and further specify the absolute and rel-
ative frequency as well as the waiting time in a confidence interval. This abstract
representation is only one possibility of a process analysis visualization, but it
was used as basis for the “SCCH Process AnT” tool (see, e.g., Fig. 1(b)).

The resulting process model is called de facto (or is) process model, since
it pictures the real process execution. This is also the main difference between
process mining and classical business process management (BPM). BPM is based
on a top-down approach, i.e. a process model is defined (also called de jure or
should process model) and then this process is implemented by IT and executed
in the production process. However, deviations may occur in practical execution,
thus, compliance cannot be guaranteed. In contrast, process mining provides a
bottom-up approach. It is based on the executed production process, identifies
the corresponding data and creates a fitting process model (de facto process
model) with detailed information about execution paths and frequencies. In an
optimal case, both, the de jure and de facto process models, are available, so
that discrepancies can be identified by a conformance check.

The resulting de facto process model allows to discover bottlenecks, identify
outliers and misbehavior, recognize patterns and to prevent process abortion.
A detailed performance analysis will further identify optimization potentials and
improve, e.g., execution order and execution-/waiting-times. Further potentials
of process mining are process monitoring (regular analysis) as well as process sim-
ulation and prediction. Challenges in process mining are different data sources
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Fig. 1. Process analysis

(due to different administration systems and production machines), identifica-
tion and correction of incomplete and incorrect data, selection of fitting mining
algorithms as well as process changes (concept drifts).

3 Related Work

Mining business processes has become a major field of interest in recent years. In
particular, existing work on process mining focuses on reconstructing meaningful
process models from process instances [3–5]. In that context, a process instance is
considered as a sequence of steps captured by process execution logs produced by
some process aware information systems. Given a process execution log, the goal
is to discover a de facto process model, which is capable of explaining exactly all
the episodes in the process execution log. Main characteristics of process mining
are that (i) it is not limited to control-flow discovery (also considers process
conformance and enhancement as well as organizational and time perspective),
(ii) it is not a specific type of data mining (new types of representations and
algorithms are needed) and (iii) process analysis is not limited to post-mortem
analysis (process simulation and prediction) [2].
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In previous research, we provided a formal representation of the syntacti-
cal definitions of the Business Process Model and Notation (BPMN) within an
ontology called the BPMN 2.0 Ontology [6] and defined the semantics of BPMN
based on Abstract State Machines (ASMs) [7]. We then suggested several exten-
sions addressing inconsistencies and incompleteness and called it the Hagenberg
Business Process Modelling Method (H-BPM) [8]. We further applied process
mining in an approach for flexible business processes to mine process patterns
and offer them as alternatives at run-time [9,10].

Several concepts and technologies are related to process mining. For example,
business process intelligence is a general concept referring to the application of
business intelligence techniques to business processes. It comprises a large range
of application areas spanning from process discovery to process monitoring, con-
formance checking, prediction and optimization [11]. Business activity monitor-
ing refers to the analysis and presentation of real-time information about activ-
ities from multiple application systems [12]. Data analysis/mining [13] investi-
gates data to discover patterns using methods like statistical, machine learning
and neural networks. Furthermore, decision mining aims at the detection of data
dependencies that affect the routing of cases and may be used within process
mining [14].

Process mining (or a technical process analysis) must, however, be distin-
guished from well-known economical process analysis [15]. The goal of an eco-
nomical process analysis is to identify the process and its steps based on inves-
tigation, questionnaires and interviews. Hence, it considers the knowledge of
experts already at a very early stage. However, the received process will be inac-
curate and vague, since nobody can exactly say, how often which production path
was taken, how often misbehavior occurred or what the exact execution time was
for thousands of produced items. In contrast, a technical process analysis identi-
fies detailed data already at the beginning and includes expert knowledge later
when optimizing the process. It is, however, a good idea to combine technical
and economical process analysis to provide a comprehensive process description.

Several process mining tools support a technical process analysis. For exam-
ple, the process mining tool ProM is an open-source framework, mainly used for
academic research in the scientific community [3,5]. It provides about 300 plug-
ins for mining, analysis, import, export, conversion and filtering. We used ProM
to analyze the log files of our business cases but encountered problems regarding
stability, representation of outliers and data limits (log files had to be parti-
tioned). The commercial spin-off of ProM is the widely used process mining tool
Disco of the company Fluxicon. This tool provides automated process discovery,
process map animation, statistics and filtering techniques. Another commercial
tool in the German-speaking region is Celonis Process Mining, which provides
a dashboard as well as process discovery with statistics and identification of
process variants. There are several further process mining tools like, e.g., QPR
Process Analyzer, SNP Business Process Analysis, Perceptive Process Mining,
Rialto Process, Minit and myInvenio [5]. However, these tools could either not
represent noise/outliers, could not compare de jure and de facto processes or
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showed limitations regarding the analysis of meta data, so we developed our
own tool SCCH Process AnT (see Sect. 5). Nevertheless, a process mining tool
is not the solution for everything; it supports process analysis but every analysis
still requires various manual activities as described in the following section.

4 Business Scenarios

In this section, two business scenarios are presented taken from actual produc-
tion processes of manufacturing companies. The first company already managed
business processes, i.e. de jure process models were defined and considered in pro-
duction. However, production also required decisions and allowed some degree of
freedom, e.g., due to the quality of raw material. In sum, 21 different production
processes with an overall amount of 1.5 million instances and 45.8 million process
steps were considered. All process steps were logged by the production machines
and stored in an Oracle database. The second company had two production
processes (no de jure process model was defined) with 72 thousand instances of
the first product and more than 1 million instances of the second product. The
data was also stored in an Oracle database.

The data required for process mining may originate from different sources,
e.g., from machine logs, files, custom databases or ERP systems. Since data
is typically provided by different (heterogeneous) data sources, it must be
extracted, transformed and loaded (ETL) in a data warehouse. The data must
be cleaned (incorrect and incomplete data) and stored using consistent data for-
mats. The mandatory attributes required for every log entry include the case
ID, event (production step) and a time-stamp. In one of the business scenarios,
time-stamps were not stored for several events, so it was first necessary to save
this information to later perform a process analysis.

In order to analyze processes, we defined the following procedure:

1. Identification of different production processes
2. Identification of product instances and production steps (events)
3. Data Extraction: from machines or (heterogeneous) databases
4. Data Analysis: schema, views, tables, time-stamp columns
5. Data Cleaning: incorrect and incomplete data
6. Event Log Analysis: frequency of instances and events
7. Process Identification: visualization of actual process
8. Process Analysis: discussion of process with domain experts
9. Process Comparison: with de jure model (if existent)

10. Process Improvement: optimization potentials identified with domain experts

This procedure is not specific for production processes but can also be applied
in other departments of a company (e.g., administration, logistics, goods receiv-
ing) and in further industrial sectors (e.g., banks, insurances, hospitals or public
administration). The only requirement is that single items are considered like an
insurance claim, a credit application or a produced item.
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Considering the two business scenarios, we started the procedure by identify-
ing production processes (step 1) and product instances/steps (step 2) based on
a discussion with domain experts and on a visitation of the production facility. In
both business scenarios, data was already transferred from production machines
to Oracle databases (step 3). We then studied the data, searched for the main
table of the process instance, considered relationships and identified time-stamp
columns (step 4). Time-stamp columns are mandatory for every process step to
provide a temporal ordering. Afterwards, we cleaned incorrect and incomplete
data (e.g., null-values) (step 5) and defined corresponding views/tables with
all production steps, the case ID, time values and (if existent) the product for
each business scenario. We then analyzed the Event Logs with ProM (step 6)
as shown in Fig. 2. However, due to confidentiality, data was anonymized, i.e.
instead of product names and production steps a random abbreviation consisting
of three letters was taken. We further used data extracts (e.g., for six months) to
cope with data limitation in ProM. Figure 2 analysis 4502 instances and 89831
steps/events of one process. Figure 2(a) shows the dashboard with a visualization
of steps per instance, e.g., minimum is 1 (probably process abortions), mean is
20, max is 49 (probably misbehavior with iterations), and Fig. 2(b) provides a
summary with the absolute and relative occurrences of the 47 process steps and
also their frequency as start- and end-events.

Fig. 2. Event log analysis

We further tried to identify the process (step 7) with ProM and used mining
algorithms like alpha-, heuristic- and fuzzy-miner. However, the mining algo-
rithms could not sufficiently fulfill the requirements. Alpha miner showed all
process steps (graph nodes) and their ordering (graph edges) without any num-
bers or frequencies, so it was not possible to identify the main paths and dis-
tinguish them from outliers. Heuristic- and fuzzy-miner, on the other hand, fil-
tered noise (outliers) and showed the frequency of the remaining paths. However,
due to filtering, we could not study outliers, misbehavior and process abortions.
Hence, we developed our own process analyzing tool and called it “SCCH Process
AnT”.
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5 SCCH Process AnT

SCCH Process AnT supports three steps of the suggested procedure: Event
Log Analysis, Process Identification and Process Comparison. The tool is imple-
mented in Java and may process large data amounts (we encountered no limi-
tations in the business cases). In addition, either the whole process may be dis-
played or thresholds can be set to filter noise. Further features of SCCH Process
AnT are the possibility to display meta data (e.g., categorical (text) and numer-
ical (decimal) classifications for attributes like costs, resources or status) as well
as a comparison of de jure and de facto processes.

SCCH Process AnT provides a graphical user interface and may import data
from csv-files or databases. The user then maps the columns to required analysis
fields and configures the production process as well as a date/time range. After-
wards, the process is identified (possibly with a threshold) and shown in the
graphical user interface (see Fig. 3(a)) as well as saved as graphml file. Next to
every node, the mean execution time with standard deviation and meta data (in
this case a categorical classification for resources and a numerical classification
for costs) are displayed. Every edge is marked with the absolute and relative
frequency and also comprises the mean waiting time with standard deviation.
Figure 1(b) shows the de facto process model of the first business scenario for
the product GVU with a threshold of 5% opened with the graph tool yEd
(49 nodes/process steps and 76 edges). Figure 3(b) is much more complex
(49 nodes and 995 edges), since it has no threshold set. This process analy-
sis allows to study the outliers; it is possible to zoom into the process diagram
and, e.g., to only display the neighbors of one node.

Fig. 3. SCCH process AnT
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So with SCCH Process AnT we mined all production processes (with and
without thresholds) and, in case of the first scenario, we also showed meta data
and automatically provided a comparison with the de jure process model. Opti-
mization potentials are identified in the last step of the procedure and based
on paths and time values. We considered infrequent paths, which may indicate
outliers and misbehavior, as well as paths connecting a process step with the
artificial end-event (may represent process abortions). Furthermore, considering
time values, long waiting times are an evidence for bottlenecks and execution
times with a high standard deviation indicate improvement potential. Finally,
we optimized the processes together with domain experts of the companies.

6 Conclusion

Summing up, we suggested a procedure and a tool for process analysis and
applied them in two actual projects of manufacturing companies. Although we
focused on production processes, the suggested concepts are general enough to
be also applied in other domains. Requirements of the process analysis were
to also show less frequent process paths (outliers, abortions and misbehavior), to
analyze large data amounts with possibly heterogeneous databases, and provide
a detailed representation of time values and meta data. SCCH Process AnT can
fulfill the requirements mentioned above, is developed with good performance,
supports a comparison of de jure and de facto models and analyses meta data.
The tool will be extended in future projects with further mining algorithms and
representation forms (e.g., including statistics within a dashboard) as well as
with additional functionality for process simulation and prediction.
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Abstract. Increased digitalization in business and society has prompted drastic
changes in companies, and at present, nearly all enterprises face enormous
external and internal challenges to staying competitive. One such challenge
concerns data quality in various enterprise systems, within both enterprises and
entire value networks. Since data will continue to be the foundation of the digital
economy, a certain level of data quality is necessary to ensure efficient business
processes. Therefore, adequate master data quality management is essential at
both the corporate and inter-organizational levels. In response, in light of a
systematic literature review and interview study with several business experts
experienced in and responsible for master data management in their companies,
we not only underscore the need for research on inter-organizational master data
quality, but also ultimately derive initial functional requirements for tools that
can support inter-organizational information sharing in a value network.

Keywords: Data quality · Information sharing · Inter-Organizational business
process · Master data · Value network · Supply chain

1 Motivation

“It is not too much of a stretch to think we have entered a golden age of digital inno‐
vation. Owing to the 50-year march of Moore’s Law, we have witnessed the creation
of a relatively cheap and increasingly easy-to-use world-wide digital infrastructure of
computers, mobile devices, broadband network connections, and advanced applica‐
tion platforms” [1]. As the above quotation emphasizes, the advanced digitization of
industry and commerce, as well as the further integration of smart objects toward
merging the physical and digital worlds, seems to have resulted in new fundamental
paradigm shifts.

Among the most important challenges that companies currently face is the digiti‐
zation of business processes and of enterprises themselves. Companies have to engage
global digital networking, improve the automation of individual and, at times, all
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business processes, and re-engineer existing business models to generate momentum
for digital innovation. Areas affected by such changes are diverse, including enter‐
prise resource planning (ERP) systems or similar company-wide enterprise systems
to achieve holistic support, and the planning of business activities throughout compa‐
nies and across organizational borders, all amid the increasing interconnectedness of
classical horizontal value chains to complex value networks. Another concern with
continued digitization in enterprises is data quality in various enterprise systems
within enterprises themselves and along their supply chains. More today than in the
last decade, to become and stay competitive in the global business environment,
companies have to exchange large amounts of data on an automated basis between
internal departments and across organizational borders with business partners. There‐
fore, a certain level of data quality is necessary to ensure efficient company-wide and
inter-organizational business processes [2–4].

Additionally, the rapidly increasing capacity of enterprise software and the associ‐
ated decline in equipment costs per unit allow large, cross-linked networking both inside
and outside companies. Therefore, companies have to ensure the quality of respective
data within different digital programs. Innovative business models derived from the
digitization effects require an active management of data quality in enterprises [5–7],
which becomes even more important given that, despite numerous past efforts toward
system consolidation, today’s businesses struggle with quite heterogeneous, complex
software landscapes consisting of different software system types and components (e.g.,
CRM, SRM, SCM, and function-oriented components) and challenging integration
requirements. Thus, a trend toward more architectural flexibility regarding enterprise
systems and a certain rejection of strongly integrated approaches is clear [8]. Amid the
variety and interconnectedness of the software landscape of an enterprise itself and
within the entire value network of companies, data quality becomes an essential and
critical factor, especially since poor quality or errors within data can affect many different
systems and companies [9]. For example, in a case study at a German consumer goods
manufacturer Hüner et al. [10] found that data quality is a critical success factor for
efficient inter-organizational collaboration. They identified and analyzed problems
resulting from defects of product master data in inter-organizational business processes.

However, the lack of research dealing with the quality of data exchanged between
organizations was already pointed out in 2009 by de Corbière [11]. Addressing this
research gap, several authors [12–14] found that standards for product identification
and classification and data pools have not gained wide acceptance in many indus‐
tries because they do not meet key requirements of trading companies. Furthermore,
Kauremaa et al. [15] showed that the RosettaNet standard alone was insufficient for
creating system-to-system integrations. Even for the wide-spread data exchange
standard EDI, Vermeer [16] pointed out that EDI requires a higher degree of context
alignment between the sender and receiver of the EDI messages. If this higher degree
of context data quality is not established, EDI will lead to a negative impact on
process performance because the poor data quality in the context leads to more errors
or more prevention in the ordering process. In addition, Dalmolen et al. [12] showed
that data quality is crucial for collaboration success; however, there is much space for
improvement. They stated that the use of a standard alone is insufficient. Success of

100 T. Schäffer and C. Leyh



product information sharing between suppliers and retailers largely depends on
knowledge and skills of the people using the standard, and especially on the quality
of product master data. This is also supported by Legner and Schemm [17] through
examining product master data exchange in two retailer-manufacturer relationships.
They conclude that industry standards do not fully cover inter-organizational coor‐
dination requirements.

Regarding these aspects, statements and findings, we set up a pre-study [18] focusing
on master data quality and master data quality management in German enterprises. That
study was conducted in the spring and early summer of 2015 with 254 companies and
yielded two core findings:

First, regarding the changed awareness of data quality, 80% of companies assessed
the impact of poor master data quality to be high or very high for their economic success.
At the same time, 84% of companies rated the cost of ensuring master data quality as
high or very high, and 71% of companies reported that the greatest challenge for data
quality management was manual maintenance. Therefore, it is unsurprising that 82% of
companies actively engage data quality initiatives. However, using appropriate methods
eschews the systematic determination and improvement of master data quality. On that
point, only 15% of companies knew those methods, mentioned for example by [19], and
only 6% of companies, mostly large ones, used them. That phenomenon underscores the
discrepancy between research and practice, which could be helped by reducing the
complexity of the most scientific methods, including AIMQ [20], IQM or DQA, and
providing appropriate best practices. Second, regarding the digitization of changed data
quality management, digitization is based on a profound linking of all business part‐
ners in a supply chain and requires the actions of enterprise-wide and inter-organiza‐
tional master data quality. Approximately 50% of companies studied expected to face
the issue of digital business transformation in its different facets in the near future. In
that sense, companies have indeed performed the first steps of internal master data
management and intend to operationalize it later. However, 76% of companies believe
that it is crucial that increasingly more data must be processed in less time and without
error, even beyond company boundaries, since efficient and effective digitization of the
entire value network relies on trust.

Summing up the statements from the several authors and the results of our pre-study,
it can be stated that during the course of digitization, a company will hardly be able to
escape the constantly increasing volume of data, in terms of both diversity and rate of
change. Consequently, in the future, no company will be able to afford poor data quality
in the course of the ongoing digitization. In that light, the correct assessment of existing
data quality is a critical factor of successful business strategies. To counter the resulting
complexity of data enlargement, companies’ data processing tasks (e.g., creating,
processing, and exchanging master data and measuring and managing data quality) need
to be largely automated, and companies have to establish new approaches for inter-
organizational information sharing [21]. In response, this paper presents first practical
insights into the relevance of the issues addressed and initial proposals for solutions for
inter-organizational information sharing. That discussion yields the primary research
question of the paper: How do the requirements of master data quality change in the
context of digitization, especially in inter-organizational information sharing?
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We thus conducted a study to gain deeper insights into the issues and challenges of
corporate-wide and inter-organizational master data quality. To that end, we performed
33 expert interviews to identify influential factors for ensuring high master data quality
in information sharing between companies. In all, we follow a research approach similar
to that of [22], who studied barriers to master data quality. We adapted their approach
to include several steps, as shown in Fig. 1.

Fig. 1. Overview of the research process

To answer the research question, we present the results of the literature review
(Step 1) and selected results of the study (Step 2). Likewise, the paper is structured
as follows. After this section addressing our motivation for the research, we describe
basic information about the key terms used. Next, in Sect. 3, we describe our litera‐
ture review design and sum up the respective results found in the literature. After‐
ward, we present the interview study design and explain selected findings before
discussing them in light of the research question. We end the paper with an outlook
for future research in the field.

2 Conceptual Background

2.1 Master Data Quality

The concept of master data quality is not clearly defined in the literature, but derived
from the combination of two concepts: master data and data quality. Master data
consists of attributes that describe the core business objects of a company and form
the basis for both the operational value-creation processes and analytical decision-
making processes in the company. Master data refers to statistical data for goods,
orders, products, employees, and similar objects that rarely undergo changes [22].
Typical master data classes are vendor master data, customer master data, and article
or material master data [23]. Because they play an important role in the course of
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business process automation and data analysis, ensuring the high data quality of
master data is especially important [24]. In that context, data quality is “a measure of
the adequacy of the data for specific requirements in business processes, in which they
are used. Data quality is a multidimensional, contextual concept, as it cannot be
described with a single feature, but on the basis of different data quality dimensions
and measures” [25]. In that respect, data quality is also often associated with the term
“fitness for use” [26]. The most important dimensions for determining data quality are
timeliness, consistency, accuracy, availability, and integrity [27].

2.2 Inter-organizational Business Processes

Inter-organizational business processes are sets of logically related tasks spanning more
than a single organization [28] performed to achieve defined business outcomes [29].
The increasing importance of supply chains and value networks in combination with the
consequent weakening of traditional corporate boundaries requires a comprehensive
transformation of the coordination mechanisms used by business cooperation partners.
Thus, inter-organizational business processes, in contrast to internal company processes,
are defined by cut points resulting from companies’ boundaries. Caused by these cut
points, friction losses are fundamentally generated. To keep friction losses as low as
possible and to ensure efficient process flows on an inter-organizational level, detailed
coordination and communication between business partners becomes crucial. Inter-
organizational cooperation processes need to ensure a correct bilateral flow of data along
the supply chain and within the entire value network.

2.3 Value Networks

Christensen and Rosenbloom [30] coined the term value network, which they defined
as a nested system consisting of a vertical and horizontal network structure. Peppard
and Rylander [4] define a value network as a “value-creating system … within which
different economic actors – supplier, partners, allies, and customers – work together to
co-produce value.”

3 Literature Review

As part of our research approach (Fig. 1), we conducted a systematic literature review
to determine the state of the art of research on master data quality at the inter-organi‐
zational level. For nearly all research approaches, a systematic literature review should
be conducted to acknowledge current research activities and initiatives and to discern
in what areas more results are needed or where research gaps exist [31]. To paint a
holistic, complete picture on the object of study, a rigorous design is needed [32].
Therefore, for our literature review, we adopted the framework of [33], who have
proposed five important phases for a rigorous literature review: (1) Definition of the
object of investigation; (2) Conceptualization of the topic; (3) Literature search; (4)
Literature analysis and synthesis; (5) Research agenda.
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Into those phases, we integrated the suggestions of [32], who recommend for liter‐
ature analysis the creation of a conceptual matrix to obtain an overall view on the topic.
Our literature review was conducted as follows:

(1) Definition of the object of investigation:

An object of investigation should be identified, focused, on the one hand, on research
results and, on the other, on other companies that might apply the results.

(2) Conceptualization of the topic:

The concepts of data quality management and coordination mechanism as described in
Sect. 2 were used for conceptualization.

(3) Literature search:

The libraries were thought to cover mainstream information science sources and to
reflect the information and data quality community. Therefore, four libraries were
selected: Google Scholar (Google), IEEE Xplore Digital Library (IEEE), Springer‐
Link (SL) and AIS Electronic Library (AIS). Additionally, we performed a forward
and backward search in relevant articles to identify further sources which could not
be found by keyword search. During the search of literature within the four libraries,
the terms were “master data quality” (MDQ), “master data management” (MDM) and
“data quality management” (DQM). A similar approach was used by [34] in their
analysis of information and data quality in business networking. The search yielded
155 papers, all of which were analyzed further. The selection of relevant articles was
processed in two steps. At first, the abstract, introduction and conclusion of all papers

Fig. 2. Matrix corporate and inter-organizational MDQ
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were reviewed. An article was accepted if it fulfilled the corporate and inter-organi‐
zational criteria. Forward and backward search brought 9 additional articles. The final
set of 44 articles was then transformed into a concept-centric (Fig. 2) representation
recommended by [32] and discussed in what follows.

(4) Literature analysis and synthesis:

Intra-organizational issues of ensuring and maintaining quality of master data have gained
extensive attention in the literature [25, 26, 35]. However, achieving an adequate level of
master data quality in inter-organizational business processes – particularly in product
information sharing – has been given less attention as pointed out by [12, 13, 17, 36].

In most publications addressing the improvement of data quality in corporate
contexts, a multidisciplinary approach is typically lacking [37]. No comprehensive
methods are available to measure the quality of data and improve it, nor is any exact
definition or metric that allows measuring enterprise-wide master data quality [20].

De Corbière [36] explored data quality dimensions that retailers and manufacturers
consider to be relevant for the exchange of product information. He explains how adop‐
tion of inter-organizational information systems may contribute to product data quality
improvement. However, the industry standard for exchanging information between
enterprises furthermore lacks information about the data quality required [38]. An
extension of the internal modeling method of business processes from the perspective
of the data quality of current corporate contexts to an intercompany scenario is another
important research topic [39]. The concept of measuring the quality of data in data
warehouse systems in operational business processes and enterprise-wide information
and logistics systems thus needs expansion [40]. Therefore, Otto et al. [41] address the
challenge of managing the complexity of the data resource in the networked industry
and encourage further research into more studies in the field.

Summing this up, despite the extensive attention towards data quality in the litera‐
ture, research focusing inter-organizational aspects of master data quality has given only
less attention as also stated in the motivation section.

(5) Research agenda:

Altogether, the results of our literature review show that research on master data quality
adopts company-internal and cross-company perspectives. Heretofore, data quality
research activities have focused predominantly on corporate (i.e., internal) master data
quality. Nevertheless, a variety of methods, approaches, and solutions exist to evaluate and
improve internal master data quality [19]. Those approaches are essential for enterprise-
wide information management. The literature analysis also shows that the field of inter-
organizational master data quality, despite its importance, is addressed by very few studies,
which has resulted in a large gap in research on inter-organizational data quality manage‐
ment (see “!” in Fig. 2). From that, it can be stated in light of requirements for digitiza‐
tion, as stated in the motivation section and supported by our pre-study [18], that research
on inter-organizational master data quality is needed. To gain a deep understanding of
whether the concept is truly important for enterprises, we organized an interview study
with business experts focusing on inter-organizational master data quality management.
The approach and selected results from the study are shown in the next section.
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4 Interview Study

The aim of the interview study was to provide insight into the relevance of inter-organ‐
izational master data quality from a practical business perspective. To that end, we first
responded to indications provided in the pre-study [18] and the gap identified within our
literature analysis and confronted business experts with those results and assumptions.
The primary focus and questions of the interview study were: (1) “What problems and
challenges of inter-organizational business processes exist regarding master data
quality?” (2) “What requirements can be derived to determine and measure inter-organ‐
izational master data quality?”

4.1 Methodology

To gain insight into enterprise-wide, but especially inter-organizational master data
quality, and their related challenges, we used a qualitative approach that involved organ‐
izing an exploratory study [42] consisting of 33 interviews with business experts expe‐
rienced in and responsible for master data management in their companies. With this
approach, we were able to delve deeper on the key findings in order to bring out more
insights that can emerge from the interview data. The interview data should serve to
inform what outcomes are being experienced from current practices. Therefore, this
approach leads to a deeper understanding about the need for organizations for managing
master data quality.

The selection of experts followed no formal rules and did not aim to fulfill the
condition of representativeness. Instead, companies were selected from various sectors
and of various sizes to gain broad insights into the topic. Expert interviews were
conducted in the form of semi structured interviews. Interview guidelines were created
based on the results of a pretest with several business experts. The guidelines consist of
18 questions in four primary parts: (1) General questions to ascertain experts’ experience
and their companies; (2) Questions about corporate master data quality; (3) Questions
about inter-organizational master data quality; (4) Questions about future fields of action
regarding master data quality. The guidelines were delivered to the interviewees one
week prior to interviews, which occurred from August 2015 to February 2016. A total
of 33 experts were interviewed. Interviews lasted from 42 to 125 min. Interviews were
recorded electronically with the consent of the experts, and afterward, the content was
analyzed according per the recommendations of [43]. A detailed list of the 33 expert
interviews and the complete interview guidelines are available upon request.

4.2 Characterization of Participants

Table 1 provides an overview of experts interviewed and the industry affiliation of their
companies. They take on the role of data user (dU) or data suppliers (dS). On the other
hand, the data consultant group (dC) answered interview questions from the customer’s
perspective given their consulting experience in MDM and thus excellent insight into
the companies’ situations.
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Table 1. Overview of interviewees by position

Position dU/dS dC
CIO/CTO 25% (8) 3% (1)
Head of Department (non IT) 12% (4) –
Member of the MDM organization 12% (4) –
Project manager MDM (business unit) 12% (4) 3% (1)
Project manager MDM (IT) 9% (3) –
CEO 3% (1) 21% (7)

4.3 Corporate Master Data Quality

Answers to the question “How important is master data quality in your company?” show
that each expert, whether a consultant or user, attests to the high or very high importance
of high-quality master data (88%). Furthermore, most experts (82%) stated that master
data have a high priority in the company and are regarded as an essential part of business
processes. Furthermore, both groups generally reported that appropriate master data
management prompts high master data quality, which in turn minimizes the risk of error
and facilitates briefer, faster process cycles. Most experts (78%) also referred to master
data as “company elixir,” as one interviewee put it, that are essential for continuous,
smooth processes within companies. According to the experts, in the course of digiti‐
zation and increased networking among various business partners, the supply of high-
quality master data along the value chain and in networks is crucial. One expert explained
that a product exists only when it is electronically available with all of its features and
when all corresponding data are correct.

In the Digital Age and amid the digital transformation involving the Internet of
Things and Services and Industry 4.0, Big Data a high master data quality was
reported to be essential. Supplying all points in the value network with valid and
correct master data and in real time was argued to be an important challenge across

Fig. 3. Overview of master data problems in companies (multiple answer)
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all industry sectors and companies regardless of size. Figure 3 illustrates the primary
reasons for the companies’ master data problems, which stem from strategic, opera‐
tional, and technological areas. Strikingly, although 67% of companies represented
in the interviews have already implemented measures to improve master data quality,
the human factor (64.5%) was cited as the most common known reason for prob‐
lems. According to the experts, there is a lack of automatic mechanisms for system‐
atic error detection, of corporate data quality strategies and data governance, and of
appropriate information sharing with business partners in value networks. In
response, the goal of organizations should be fully automatic, corporate master data
management that identifies master data problems as proactively as possible. Ideally,
such master data management should also resolve problems or at least provide appro‐
priate recommendations for necessary actions.

From those results, three core findings regarding corporate master data quality can
be derived:

(1) As reported in all interviews, the assessment of MDQ is based mostly on summary
assessment or gut feeling, not any systematic, method-supported quality determi‐
nation that can be performed transparently and made available to all departments.

(2) Product and material master data are of especially high importance—as one inter‐
viewee put it, “Without electronic data, the product does not exist”—and subject
to a continuous improvement pro. Therefore, the commerce sector has an even
greater challenge given its wide range and number of products.

(3) Externally oriented core processes (e.g., procurement, purchasing, after-sales, and
customer service) have a greater potential for improvement of master data quality
than internally oriented ones. Overall, the companies represented lack a quality
measurement for master data and do not engage departmental or enterprise-wide
collaboration among semantic aspects (e.g., unified vocabulary).

4.4 Inter-organizational Master Data Quality

The overwhelming majority (87%) of experts expressed a view similar to that of study
of [44], that a “shift of fixed value chains to dynamic value networks will evolve”
(translated from [44]). Even more companies represented (94%) perform information
sharing with business partners. In that context, master data usually mentioned are
product and material master data (77%) and conditions or prices in sales (26%).
According to the experts, information sharing is carried out at a volume of 80% on an
electronic basis. Communication channels used differ and range from email (52%) to
profound electronic data interchange (EDI) integrations (16%). Data content is struc‐
tured in the form of Excel, CSV, or XML transfer (45%) or unstructured, as in PDF files
(19%). Overall, the experts attested that quite a few standards for the exchange of master
data, especially in the context of product information sharing, such as BMEcat, GS1, or
ecl@ss, can be used.

According to most interviewees, the exchange, synchronization, and integration
of master data with business partners are not smooth (55%). The reasons for that
characterization are complex and diverse, yet can be classified in three primary
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categories: (1) lack of data management and organization; (2) lack of appropriate
technologies and methods; (3) missing or unused standards. Among other important
problems mentioned was the large volume of transferred data, whose quality cannot
be ensured without sufficient methods and tools. Currently, in most companies repre‐
sented, data quality is measured and determined manually and at random (81%), if at
all. In general, a full analysis of incoming data sent from business partners is
currently not performed. Errors due to incorrect master data are not initially detected,
but only when the respective process displays an error, which has to be solved with
an expensive reactive data correction.

Overall, the importance of master data quality is considered to be quite high
throughout entire value networks. In contrast to that fact, the quality of master data
received from both customers and suppliers, on average, was deemed of middling
importance by interviewees; indeed, 42% of the experts assessed that quality as insuf‐
ficient for accurate, automated process management in their companies. To improve that
facet, the availability and use of tools with self-learning assessment rules and consistent
standards and interfaces for system integration and information sharing are necessary,
according to the experts. Interestingly, at that point, 58% of interviewed companies share
with their business partners information about the extent, format, and quality of data for
transmission. The ways in which such activity is performed differ greatly, starting with
non-machine-readable communication by field service guidelines in the form of docu‐
ments or Excel templates to given specific tools for information sharing. However, the
subsequent examination of the master data supplied is not usually conducted. In that
regard, 87% of the experts viewed the use of an auxiliary tool for inter-organizational
master data quality management and measurement to be exceptionally useful.

4.5 Key Findings

Altogether, the following three key findings from the 33 expert interviews can be
derived:

(1) The quality of internal master data bears great potential for improvement. One
solution could be to establish corporate-wide data quality management.

(2) The quality of product information sharing among business partners remains insuf‐
ficient and has great potential for improvement as well. One solution for this
problem involves using basic technologies and standards such as BMEcat, EDI,
SCOR, and data pools.

(3) Inter-organizational cooperation processes do not cover the specifics of respective
companies and are not supported or conducted by all business partners in the same
way. As a solution, bilateral consultations between companies are needed.

In light of the findings of the expert interviews, the following hypotheses can be
derived:

Hypothesis 1: The higher the level of digitization, the greater the demand for high-
quality master data and the greater the importance of implementing comprehensive
master data quality management.
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Hypothesis 2: The easier and more automated the use of a tool to determine inter-
organizational master data quality, the greater the degree of its use and its results in
the form of better quality master data.

5 Discussion and Future Aspects

As the previous sections have shown (i.e., the pre-study, literature review, and interview
study), there is a reasonable need to address inter-organizational master data quality
management. By conducting a systematic literature review, a research gap for this field
could be identified. However, due to the ongoing, quickly evolving digitization of the
global business environment, master data and their quality at internal and inter-organi‐
zational levels are crucial success factors for companies’ success in cooperating in global
value networks. Since data will continue to be the foundation of the digital economy,
data need to be conceived as a strategic resource by companies that needs to be managed,
especially in terms of time, costs and, above all, quality [25].

Digitization, (value) networking, and information supply have all prompted an
ongoing, increasing volume of data in terms of range and rate of change. To respond
to the resulting data complexity in an appropriate way, companies should provide
automatic mechanisms for determining, assessing, and ensuring the quality of master
data to the greatest extent possible. As such, specific software tools are mandatory,
which can make a significant contribution, especially by enabling smaller companies
to provide the necessary master data quality without investing millions and therefore
help smaller companies to survive in the ongoing digital transformation of global
business environments.

In sum, the analysis of the scientific literature and the results of the interview study
reveal that although the research gap and great importance of inter-organizational master
data quality and its management have been realized, no appropriate solutions have been
presented, discussed, or even contemplated, which could nevertheless enable sufficient
support for the problem. The very fact that experts were willing to participate in inter‐
views that lasted 70 min on average shows that master data quality, especially in an
inter-organizational context, is of incredible importance. Plus, nearly all experts signaled
further interest and a willingness to probe more deeply into the field. Together with the
experts, we derived some basic functional requirements for tools that can support inter-
organizational master data quality and its management. Table 2 provides an overview
of those requirements. However, no tool currently exists that covers the targeted require‐
ments. A standard could be helpful, but do not represent company specifics or bilateral
specifics of multiple companies in a dynamic value network [9, 11, 13, 15, 36]. In what
follows, the usefulness and requirements of such a tool are discussed in light of state‐
ments made by interviewees. For one, the tool should be available and easy to handle
for companies of all sizes, although especially smaller ones, which require many actions
for master data management to be done manually without the support of tools. In that
sense, the tool would be particularly interesting for medium-sized enterprises, given
their lack of time, human resources, and expert knowledge. Activities of engineers
employed could be replaced by automatic processes in reviewing master data quality or
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when troubleshooting. The tool would create transparency and trust as well as prompt
process improvements, especially in terms of responsibility and liability. Today, a great
deal of money and effort is spent because companies do not trust external master data
from partners in the value network and therefore have to check those data manually. The
tool could also ensure that ad hoc partners are involved in their own business partner
network and across national borders, especially in the course of dynamic value networks.
The tool could also be used in Industry 4.0/Industrial Internet contexts—for example,
for automatic, smart communication between machines that negotiate which data will
be exchanged, in what way, and of what quality.

Table 2. Overview of functional requirements for an inter-organizational MDQM tool

Module Functionality
Analysis module Construction of a comprehensive data warehouse

Testing and simulation of data quality measurements and determinations
Cockpit Visualization of master data quality against predefined indicators in the form

of a cockpit for monitoring
Data model Provision of specific vocabulary in a parent ontology manager
Rules engine Automatic generation of business rules to validate, measure, and control

master data quality
Provision of data quality guidelines
Provision of description languages for the rules
Provision of best practice rules

Software
architecture

Adherence to modular principle
Adaptability
Configurability

Software
ergonomics

Ease of use in operations
Understandability and comprehensiveness

The basic idea can be seen in the outsourcing of responsibilities to business partners
to ensure that the data are approved and arrive with fewer or no errors due to being tested
with appropriate (automatic) mechanisms. However, there is currently no tool available
to fulfill those needs. It is also necessary for the tool to ensure inter-organizational master
data quality and therefore for action and research, from both a scientific and practical
perspective. At this point, the consequence is the continuation of our research activities.
In concrete terms, that means: (1) Developing a conceptual framework for inter-organ‐
izational master data quality; and (2) Designing and conducting expert workshops to
determine the functional requirements of such a tool for inter-organizational master data
quality in greater detail and to a greater extent, in response to requirements encouraged
by interviewees. Those workshops should be designed in light of specific, concrete cases
and the processes of information sharing between real business partner companies.
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Abstract. Confusion, ambiguity and misunderstanding of the concepts and
terminology regarding different approaches concerned with analysing massive
data sets (Business Intelligence, Big Data, Data Analytics and Knowledge
Discovery) was identified as a significant issue faced by many academics, fellow
researchers, industry professionals and domain experts. In that context, a need to
critically evaluate these concept and approaches focusing on their similarities,
differences and relationships was identified as useful for further research and
industry professionals. In this position paper, we critically review these four
approaches and produce a framework, which provides visual representation of
the relationship between them to effectively support their identification and easier
differentiation.

Keywords: Business Intelligence · Big Data · Data Analytics · Knowledge
Discovery

1 Introduction

During our academic and industry based work, we identified an issue faced by many
academics, fellow researchers and domain experts – namely confusion, ambiguity and
misunderstanding of the concepts and terminology regarding the different approaches that
are concerned with analysing massive data sets. For example, during the development and
validation of a framework for Business Intelligence (BI), we were asked why we omitted
concepts, such as Big Data (BD), Data Analytics (DA) and Knowledge Discovery (KD)
from the proposed framework. Such questions are justified as there is no generally accepted
unified standard or framework encompassing the fields of BI, BD, DA and KD, which we
collectively define as a cluster of concepts concerned with analysing massive data.
Although these and similar questions may be outside the scope of a particular research
project, it can require additional time and effort to answer them, especially in a research
context as discussion has to be based on analysis of the existing literature.

The literature evaluated in this paper, typically deals thoroughly with each of elements
from the cluster of concepts concerned with analysing massive data but approaches the
topic from specific perspectives. If treated at all in the literature, issues such as possible
confusion, ambiguity and misunderstanding of concepts and the interrelations between
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approaches, are treated only superficially, and are mostly focused on differentiation
between BD and BI concepts from data structure perspective.

Thus, we identified a need to critically evaluate the cluster of concepts concerned
with analysing massive data. The aims of this position paper are: (i) to critically examine
and review BI, DA, BD and KD to identify disparities, similarities and relationships
each to another, (ii) to provide “a tool” in the form of graphical representation to be used
by other researchers to quickly respond to the issues, questions and problems based on
misunderstanding of the concepts concerned in this paper, (iii) to create a base for, and
to provoke further discussion, between researchers and scientists, and (iv) to propose an
initial conceptual framework, which will support further research and enable easy iden‐
tification and differentiation of the concepts and approaches discussed in this paper.

The rest of this paper is structured as follows: in Sect. 2, we review BI, in Sect. 3 we
review DA and BD and Big Data Analytics (BDA) and in Sect. 4 we discuss KD. We
identify the similarities, differences and relationships between concepts and approaches.
In Sect. 5, we present the framework shown in Fig. 1 and discuss the validation approach.

Fig. 1. Visual representation of the relationships between approaches

2 Business Intelligence

BI can be understood as a philosophy, which includes the strategies, processes, applica‐
tions, data, products, technologies and technical architectures used to support the collec‐
tion, analysis, presentation and dissemination of business information [1, 34]. It helps
companies to out-think the competition through better understanding of the customer base
[2], which could lead to creating a closer and stronger relationship with customers and
enhanced revenue [3]. It plays a critical role for business in terms of organizational devel‐
opment by providing competitive advantage in the context of achieving positive informa‐
tion asymmetry [1, 4, 5], and contributes to optimising business processes and resources,
maximizing profits and improving proactive [6], and strategic decision-making [7].
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Besides its strategic and tactical advantages, Business Intelligence is also used at
operational level.

BI could enable various types of users to spot emerging trends, make faster decisions,
take actions and cope with the organizational problems as soon as they arise [8]. Its
purpose is to help stakeholders to better understand their organization’s operations, make
wiser, more informed business decisions, and manage operational performance [9].

We can use BI to extract meaningful information and hidden knowledge from
operational data produced on a daily basis, which would help business stakeholders
in variety of predictions, calculations and analysis [10]. Conventional BI focused on
activities such as ETL, data warehousing and reporting, thus covering research areas
of data manipulation, propagation and visualisation [34]. However, the new genera‐
tion of BI has an additional research focus on areas such as data exploration and
visualisation [11, 12, 34]. There is also evidence of shifting from static reports to
interactive visualisations, which extends research issues from metrics overview to
discovering causes and effects of the phenomena the metrics express [12]. Addition‐
ally, the competition pressure of business causes new trends in BI and related
research, such as near real-time BI, data mining and text analytics [13], self-service
BI and BI in cloud [11].

3 Data Analytics and Big Data Analytics

Data Analytics is the process of supporting effective decision-making through analysis
of the existing data sets by using computer systems [14]. Ridge provides a broader
definition and defines DA as any activity that involves applying analytical processes to
data for the purpose of deriving insight from data [15].

It is an interdisciplinary field that includes many other scientific disciplines, such as
computational intelligence, statistics, machine learning, signal theory, pattern recogni‐
tion, machine learning, operations research [14], predictive analytics, data mining, arti‐
ficial intelligence, natural language processing [16], business intelligence, prescriptive
analytics and descriptive analytics. As such, research areas and issues relevant for DA
concepts include research areas and issues such as visualisation, cloud computing or
data exploration, already identified as research areas in BI.

The mission of DA is to access and analyse data, and to gain insight into significant
trends or patterns in organizations [17]. It provides managers with access to timely
information and supports decision makers highlighting useful information [18]. As it
supports advanced continuous monitoring and auditing [18], we can use it to examine
various data sets to support operations in different industries [19]. It is also offers the
opportunity, for example, to discover new customer segments, identify associated prod‐
ucts, understand seasonal trends, or identify the quality of suppliers’ [16].

DA is used by various industries, such as governmental organizations [18], health‐
care, medicine [20], security [21], business, engineering, finance, operation management
[22] and biomedical research [23].
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3.1 Big Data

BD is concerned with large-volume, complex, ever growing data sets coming from various
often autonomous sources [24], such as environmental and body sensors, mobile devices,
administrative claims data, social media, emails, laboratory studies, electronic medical
records, internet, business transactions, geospatial devices or sensors [22, 23, 25]. The rate
of BD generation is extremely fast and BD may be generated by machines or humans [19].
Similar to Wu et al. [24] and Barton [23], many BD definitions and explanations are
focused on the volume of data. However, BD is not only related to massive data [19], and
there are other characteristics of BD, which are important and must be considered [16].
Traditional definitions of BD, include variety and velocity in addition to volume as basic
constituent elements [16, 26]. Those three attributes are conventionally known as “three Vs”.

Some definitions of BD go even further and include even more dimensions such as
Veracity [25, 27, 28], Validity, Value, Variability, Venue, Vocabulary, and Vagueness
[29] although the relevance of some of these elements is not clear. BD is everywhere
around us [22]; in education [30], health care [23], engineering, operations manage‐
ments, genomics [22], biomedical research [31] any many other fields.

However, massive and ever increasing data is useful only if it can be analysed [19].
Seen in the past as a technical problem, BD is today seen as a business opportunity
[18], which can provide new opportunities based on the analysis of data [22]. The basic
challenge of BD is to explore large data for the purpose of extracting useful informa‐
tion and competitive knowledge [32]. Unlocking the value of BD in complex and
rapidly changing markets can bring competitive advantage and enable better response
by businesses [25].

The definition of BD encompasses variety of data, which can be unstructured, semi-
structured, and even structured. However, BD is most often concerned with unstructured
and unorganized data [19, 23, 25, 27, 31].

On the other side, BI is mostly related to structured data, thus, we consider BD as a
parallel philosophy to BI. However, this does not mean that they or their components are
mutually exclusive. For example, DW as a core component of BI that works with struc‐
tured data, can be used as additional part of the BDA process [25]. Notably, Chan [25]
identified synergy between DW and Hadoop type BD architecture.

We identified quality and data exploration as the main research areas of BD and
visualization as an important research area. Because of the size of the data considered,
we see great potential in the research area of BD in the cloud.

3.2 Big Data Analytics

As traditional DA is not able to handle very large quantities of data [29], and because
Big Data is too large and complex to be manipulated or managed by using standard
tools and methods [26], we are witnessing a new trend - namely Big Data Analytics
(BDA). BDA is defined as large-scale analysis and processing of information [22],
encompassing data sets that go beyond the capacity of conventional databases [33].
It is advanced analytics operating with big data sets [16]. BDA is a rapidly expanding
field [20]. We see BDA as similar to DA since BDA includes inspecting, cleaning,
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transforming, and modelling data to discover and communicate useful information and
patterns, suggest conclusions, and support decision making, however, by using BD
data sets [26].

BDA provides tools and methods to accumulate, manage, analyse, combine and
assimilate large volumes of disparate, structured, and unstructured data [20, 25, 26].
Besides combining data, BDA sometimes requires combinations of various methods
from different disciplines [26]. As its name suggests, BDA is concerned with Big Data
and Analytics [16], and is a current research and application area [24]. As a concept
related to BD, BDA is concerned with the same research areas as BD.

4 Knowledge Discovery and Data Mining

While applying appropriate tools and software [18], BDA uses various DA methods,
such as clustering, classification, association rule or sequential patterns to discover new
knowledge [29]. Methods and algorithms for analysing data and identifying patterns are
collectively known as Data Mining (DM) [18, 22].

DM is considered a powerful approach for developing knowledge from data [35].
DM is understood as applying data analysis and discovery algorithms to produce a
particular enumeration of models over existing data [36]. In this context, data exploration
is the most relevant research area for DM.

Esfandiari et al. [35] state, in their reference to Fayyad et al. [36], that DM was
originally considered as synonym for Knowledge Discovery in Databases (KDD).
However, in the original text, Fayyad et al. [36] regard DM as a step in the KDD
process, which includes application of specific algorithms for extracting patterns from
data. Chen et al. [37] regarded DM and KD in databases as synonyms.

According to Fayyad et al. [36], KDD includes additional steps, which include data
preparation, data selection, data cleaning, incorporation of appropriate prior knowledge,
and proper result interpretation. We consider next what is understood under the heading
of Knowledge Discovery (KD).

According Cortez & Santos [38], based on the 1996 definition by Fayyad et al. [36],
KD is a branch of the artificial intelligence field that aims to extract high-level knowledge
from complex and voluminous data, which would be useful and understandable.
However, care is needed when using definitions from the period, which preceded BD.
A 2004 definition by Koua & Kraak [39] defined KD as a higher-level process, which
uses DM process to turn data into knowledge. More recently, 2009 [40] and 2011 [41],
KD was defined not only as a branch of Artificial Intelligence, but as an interdisciplinary
field with the focus on methodologies to identify valid, novel, meaningful and potentially
useful patterns often from large data sets. We regard KD as a higher entity encompassing
DA, which is not exclusively related only to computer-based concepts.
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5 A Framework to Differentiate Business Intelligence, Big Data,
Data Analytics and Knowledge Discovery

There are many similarities between BI, DA, BD and KD, which explains the confusion
concerning these concepts. However, based on our literature review and preliminary
discussions with seven domain experts, we identify significant differences and argue
that these concepts should be regarded as distinct approaches.

As presented in Fig. 1, we see Knowledge Discovery as the highest-level concept,
which in addition to other methods includes Data Analytics to discover or produce new
knowledge. Within KD, we see Data Analytics as an entity, which includes various
disciplines, including Big Data Analytics and Business Intelligence.

For the purposes of our discussion, which is focused on the analysis and use of data,
we regard Big Data as part of Big Data Analytics. Taking into account intention, purpose
and underlying business philosophies, we see Big Data Analytics and Business Intelli‐
gence at the same level. However, taking into account technical structure, relevant soft‐
ware applications and data, we also see Big Data and Business Intelligence as concepts
at the same level.

We see data focus as the major difference between BI and Big Data. Big Data
encompasses unstructured, semi-structured and structured data, however the main focus
is on unstructured data [19, 23, 25, 27, 31], while the focus of BI is on structured data.
While BI requires DW and/or data marts to support reporting [42, 43], Big Data can
work with DW but DW are not required [25] and there are many alternative supporting
technologies such as the Hadoop platform. In reports based on traditional BI systems,
there is a requirement to have structured master and transactional data. For example, to
use or analyse sales transactional data we must have master data describing the properties
of sales (such as store, location or product descriptions). Big Data is not subject to those
requirements. For example, the analysis of the content of emails or appeals submitted
to public administration institutions does not require structured data.

5.1 Validation of the Framework Proposed

In the academic community, validation is usually based on approaches such as formal
interviews or surveys. These approaches are time consuming for participants and we
were interested to see whether professional networks could be used to gather responses.
The concepts proposed in this paper are intended as discussion points and for this reason
we wanted to reach out to the professional practitioner community, to evaluate whether
the distinctions we propose match the real world experience of those working in the
field. Thus in addition to online survey and direct discussion with domain experts, we
used an additional method of communication, namely special interest groups on internet-
based business social networks to discuss and validate the proposed framework. We
exposed the framework from Fig. 1 to relevant domain experts for discussion as a post
using appropriate LinkedIn groups.

To better understand the validation process, we explain which kinds of feedback are
available in these forums. Like is the lowest level category feedback on content that a
user can provide in internet-based business social networks. However, it has positive

Towards Differentiating Business Intelligence, BD, DA and KD 119



impact as it indicates that the user found the content interesting, useful or worth consid‐
ering. Comment can be considered as a stronger category of feedback in regard to like.
It is direct discussion about content, which can have positive or negative impact. It is
also an appropriate mechanism for critically evaluating content and providing additional
suggestions. Share can be considered as the strongest type of feedback in internet-based
business social networks. It allows sharing of content on personal profiles of users called
to provide feedback, in other groups, and in news feeds. By sharing respective content
via internet-based business social networks, user suggests not only that respective
content, concept or idea is interesting, useful or worth considering, but also worth
promoting further within the community. Share may also have negative connotations
but this was not the case in this work.

Over a period of three weeks, we received 560 feedbacks in three different forms. It
was very encouraging that 384 users from business social networks found the framework
good enough to be liked, while 134 decided to share the proposed framework with their
professional networks as a good example explaining differences between BI, BD, DA
and KD. Written comments were received from 42 users via preliminary survey and via
business social networks; these comments were very positive and no negative comments
were received. Suggestions for extending the framework included adding additional
dimensions to the framework to categorize the type of analytics for each specific concept,
such as descriptive, predictive, or prescriptive, and including concepts such as Machine
Learning, Business Analytics, or Data Science. In our further work, we will review the
framework and consider extending it to include additional elements.
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Abstract. Industry 4.0 has received much attention in recent years, in parallel
due to an increasing number of mergers and acquisitions (M&As), post merger
integrations (PMI) is of continuous interest. Depending on the integration
approach, process harmonization is vital during the PMI. The objective of this
article is to observe the significance of Quality 4.0 during process harmonization
and detect the extent of realization of this vision in service companies. A system‐
atic literature review and empirical research with expert interviews have been
executed. The research showed that Industry 4.0 is still a topic of enormous
interest although there seems to be a gap between scientific publications and
knowledge in practice. Especially towards Quality 4.0 and service companies
future research is needed. In none of the service organizations are any intrinsic
endeavors for implementing Industry 4.0 elements (e.g. ERP systems). A massive
elucidation and information about Industry 4.0 in practice is demanded. Down‐
stream markets could profit immense from the accompanied potential.

Keywords: Quality 4.0 · Industry 4.0 · Process harmonization · Post merger
integration

1 Introduction

After mergers and acquisitions (M&A) companies are faced with the challenge to
harmonize their processes and management systems. Process harmonization has to deal
with two process variants that exist in parallel in the merged company parts. Depending
on the integration approach the harmonization and standardization of processes can take
extensive endeavors up to a completely new designed management system, whereas the
single process itself should remain as simple as possible. Business processes can be
simplified by the use of standardized supporting IS-Tools after an M&A [1]. A study of
Mendling et al. (2016) demonstrates a high importance of digitalization in Business
Process Management [2]. It is hypothetically assumed that process harmonization in
post merger integration provides a worthy opportunity for a modernization with suppor‐
tive IT systems and take strategically steps for the future. Binner (2014) emphasizes the
importance of “information” as a new production factor in a process oriented organiza‐
tional development. Information influences all technical aspects of a process [3].

The article at hand surveys the significance of Industry 4.0 for practioners, who are
already challenged with the redesign of processes and management systems. It might be
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obvious that the change situation in post merger integration motivates companies to rede‐
sign with Industry 4.0 elements and ensure processual success for the future – that means
process harmonization with Quality 4.0 and corresponding IT systems. A separated
consideration of organizational and technical solutions cannot be realized in process
design [4]. Supportive IT solutions reach more process standardization and hence are
more robust, effective and less prone to errors. Up to now experience with the execution
of Big Data in service companies is still missing. Quality methods have to be checked on
their readiness for Quality 4.0 and future consolidations and how the application can
profit from the experiences in production industry [5]. To discover the strategy and moti‐
vation of practioners, in-depth-interviews with experts have been accomplished. All
experts are/were personally involved in the process harmonization after an M&A.

First of all there are two research questions (RQ) in this paper:

• RQ1. Has Industry 4.0 still the importance to be regarded as a relevant topic for
companies?

• RQ2. Which significance has Industry 4.0 in process harmonization in the post
merger integration phase?

This paper is structured into six sections. Next section discusses the theoretical
background and related work. Afterwards there is a detailed description of the applied
research method, which is based on a literature review according to vom Brocke et al.
(2009) and Webster & Watson (2002) and empirical research with quantitative content
analysis according to Mayring (2014, 2015). The results of both are presented and
discussed in Sect. 5. This article finishes with concluding thoughts and suggestions for
future research.

2 Related Work

“Industry 4.0” is the fourth industrial revolution. Mid of the 18th century began the
industrial production by means of water and steam - the first industrial revolution. With
the introduction of the assembly line by means of electrical energy, and thus the mass
production in 1880 started - the second industrial revolution was activated [6]. The third
industrial revolution started in the 1970s with the use of electronics and computers to
automate and aimed at unmanned factory. Many of these goals were not fulfilled, so in
1990 this approach has been declared as failed. Currently we are at the beginning of the
fourth industrial revolution (Industry 4.0) that aims to equip the German industry for
the future of production and an advance on the way to the lead market of Cyber-physical
systems [7]. The term “Industry 4.0” has first been formed in the Hanover fair 2011 [8].
“Industry 4.0 is best understood as a new level of organizational control over the entire
value chain of the life cycle of products, it is geared towards increasingly individualized
customer requirements. The basis of the fourth industrial revolution is the availability
of all relevant information in real time by connecting all instances involved in the value
chain” (translated from German) [9, 10].

The development in Germany is strongly supported by the Government that supports
the project with up to € 200 million [11]. The focus is the compound of the virtualization
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of physical production and logistics processes, which mean the extensive connection of
production techniques and automation islands that are communicated and optimized
over the internet in real time. This change impacts the process maps of companies
significantly and holds a number of possible errors [3]. At the same time, the importance
of service quality remains high. In the growing homogenization of the service sector, a
consistent customer orientation and assurance of a superior quality of service becomes
even more essential, the spiral of expectations screws itself [12].

In the vision of Industry 4.0 each customer order or each component will control
itself independently through the entire production process thanks to the extensive infor‐
mation in the ERP systems [13]. The close interaction between human and robot causes
a process acceleration due to the versatility of a high flexibility, a significant reduction
of complexity in planning and control as well as savings of approximately 20 per cent
due to a significantly higher productivity [14]. Further according to a survey of VDE
companies expect a greater flexibility, optimized processes, individualized products,
fast realization of new products, cost savings and resource efficiency [15].

Quality 4.0 means the integration and synchronization of procedures in production
and process assurance with connected actions to quality assurance [16]. Industry 4.0
requires from Quality 4.0 a strong focus on quality planning and control, quality assur‐
ance in the manufacturing 4.0 and quality gain through data recycling [17].

In general, the connection of operational data and quality management systems is
too little linked. Via existing Enterprise Resource Planning systems (ERP) tons of data
could be detected. In the best case the quality management systems manages this data
diversity with the use CAQ (Computer Aided Quality) systems today [18]. To get CAQ-
Systems ready for Quality 4.0 they have to be developed to a network of real-time
analysis systems with data out of event-driven testing-schedules, ongoing process
stability assessment of the complete production chain, with the aim to introduce coun‐
termeasures before any production stops or rejects are produced [16]. With these analysis
out of automated operating figures and available information, engineering and product
design are highly influenced and can be optimized, the involvement of suppliers and
customers is needed [16].

In conclusion there is a high potential for business process improvements and
management systems to use. Process harmonization in the post-merger integration might
be a good start to give birth to the future management system. Process harmonization
means the standardization of business processes and the process control via different
organizational units and locations [19]. The process-oriented quality management
system associates, manages and directs all activities in an organization, covering the
requirements of the target groups by authoritative specifications for the company-
specific processes [20].

Of course the degree of integration depends of the integration approach. Aside from
post merger IT integration there is no identified methodology to harmonize processes in the
post merger situation [5]. Post-merger integration refers to the integration of a company
after the signing of a M&A in which the integration planning and implementation takes
place in order to realize the desired appreciation successful [21]. According to the need for
organizational autonomy and need for strategic interdependence, different types of inte‐
gration approaches exist: absorption, symbiosis, preservation and holding [22–24].
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• Absorption: the acquired company is absorbed by acquirer and assimilated into its
culture, the management usually comes from the acquirer [25], completely new for
the absorbed party [26],

• Symbiosis: evolution from existing [26], learn from each other and share qualities
• Preservation: acquired company retains independence, modest degree of integration

by acquired company [25]
• Holding: integration is not intended, no risk-sharing, no general management capa‐

bility [22]

For process harmonization are especially absorption and symbiosis of relevance.

3 Methodology

3.1 Scope and Search Process of Literature Review

A systematic literature review is used to identify the status quo of research results of
Industry 4.0. This literature review follows the approach of a systematic concept-centric
literature review of Webster and Watson´s and synthesizes and extends existing
research. It intends to develop a conceptual model with supporting propositions [28].
The current development of Industry 4.0 is presented.

The scope is defined by the methodology of Coopers taxonomy [29]. The focus of
the review concentrates on research outcomes and the goal remains on the identification
of central issues in the interface of Industry 4.0 to process harmonization. The author
takes up a neutral position and representation and intends to inform the reader about the
results in a constructive manner [28]. The extent of this review is representative due to
the intended presentation of a status quo of the temporary research development. The
literature search process is executed in six databases and organized historically. This
review is intended to give general perception of existing literature in the interface of
Industry 4.0 and process harmonization, so the main audiences are general scholars.

The literature search process has been executed in the “OPACplus” database,
“EconBIZ”, “WISO”, “Emerald” (search executed July 2016) as well as in “Scopus”
and “Mendeley” (search executed November 2016) and has been documented according
to vom Brocke et al. [30]. The search terms are “Industry 4.0/Industrie 4.0” and “Quality
4.0/Qualität 4.0”, both terms have been searched in English and German language. The
results have been narrowed down with keyword search only.

3.2 Qualitative Analysis

A qualitative analysis was used to identify the significance of Quality 4.0 and its expen‐
diture in practice. A qualitative semi-structured interview has been conducted with
experienced experts in process harmonization after M&A. The evaluation was
performed by qualitative content analysis according to Mayring (2014, 2015) [31, 32].
Interviewing experts is aligned by specific problems and demand of a questionnaire and
offers the interviewee an extended space for the answer [33], so the orientation is more
subjective and interpretative [34].
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Therefore eleven experts composed of CEOs/COOs (36%) and quality managers
(64%) of different service sector companies of the branches software engineering,
supplies & services, health, consulting, plant engineering and miscellaneous services
have been interviewed. All of them have already controlled a PMI or were actively
involved. They have been requested to give estimation for the importance of Industry
4.0 and Quality 4.0 in the course of process harmonization during the post-merger inte‐
gration phase.

The interviews were conducted under neutral conditions and evaluated anony‐
mously. However, reference should be made to possible distortions which can
usually arise through the interviews. The interviews are liable to “artificial”, so that
the statements can differ from a “natural” situation outside the interview [35].

The reactivity results from a reactive interaction between the person of the inter‐
viewee and the interviewer and the resulting response distortions [36] (and can be
expressed as follows:

• Consent-mindedness (“akquieszens”): the respondents tend to be unconcerned when
cognitively over consuming the question, or react with meaninglessness [36, 37]

• social desirability response set: the respondent answers the question of social stand‐
ards and his assessment of the interviewer´s expectation [35, 37].

Furthermore, the “selective failure” can lead to a falsification of the results [36].
Individuals with an explicit interest in the survey methodology tend to participate,
contributing significantly to the return rate of a survey, while persons with less interest
in the topic do not participate in the survey [35].

4 Results

4.1 Results of Literature Review

The literature search process resulted in 1.215 hits. After an analysis for general
relevance the number could be reduced to 833 articles. In respect to a partly consid‐
eration of 2016, the following evaluation presents the average number of published
articles per month. The absolute appearance of articles is following: 2012: 13 arti‐
cles, 2013: 72 articles, 2014: 178 articles, 2015: 517 articles, 2016: 299 articles.

Fig. 1. Results literature review
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The results show an impressing result of German articles (search term “Indus‐
trie 4.0) compared with English appearance (search term “Industry 4.0). This may
be caused by the fact that the term´s origin “Industry 4.0” is of German nature and
outside Germany hardly known - although in content there are Industry 4.0
endeavors all over the world [38]. “Quality 4.0” is scarcely discussed in literature,
the search result has shown only 30 relevant hits, so in the literature synthesis this
part was no longer regarded.

Figure 1 shows he average number of publications per month from 2012 to 2016.
The first publications appeared in 2012. There has been a sharp rise from 2013 to 2015.

4.2 Results of Qualitative Analysis

The result of the expert interviews is clear: for 91% of the interviewees Industry 4.0 has
no significance during process harmonization (see Fig. 2). Even 55% of the experts had
no idea about the term. Only one expert conveyed a partly application of Industry 4.0
ideas in the company in connection with an ERP system. Another interviewee justified
the non-application with absent customer requirements. When customers demand and
pay for the application of Industry 4.0 elements caused by the supply-chain, the service
supplier of course would invest in appropriate IT support systems. But there is no
intrinsic motivation for investing in any Industry 4.0 applications.

Fig. 2. Results expert interviews

Fig. 3. Integration approaches of interviewees
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Figure 3 shows the intended integration approaches in the experts´ companies. On
first sight the low significance of Industry 4.0 might come along with stand-alone and
preservation approach. But nearly half of the companies intend to integrate with absorp‐
tion or symbiosis approach. This means these companies have to cope with process
design, process harmonization and connected IT support systems anyway.

5 Discussion

Industry 4.0 is still a relevant topic. Although the numbers of publications seem to
decrease in 2016 after a peak in 2015, the topic is of enormous interest. Many parts of
Industry 4.0 infrastructure are already available in companies, but until the realization of
the vision is still a long way [13]. Industry 4.0 is at an early stage of implementation in
production industry, as well as in human environment and scientific research yet [39, 40].
The results of Fig. 1 compared with google trend analysis shows a similar result: the
german term shows a stagnating interest in time response, whereas the English term
demonstrates a still growing interest especially in Germany, Japan and USA [41].

However there seem to be a gap between scientific publications and Industry 4.0
knowledge in practice. 55% of the interviewed experts have no association about the
term “Industry 4.0”. Further 36% of the experts do not regard Industry 4.0 as relevant
enough for investigating in their company. This confirms a survey of Fraunhofer-Institut
für Arbeitswirtschaft und Organisation IOT in 2013 with the result, that 60% of respond‐
ents are not familiar with the term “cyber-physical system” [13].

The basic cause is supposed to the fact that all interviewees are derived from the
service sector. Industry 4.0 has primarily been developed for production industry, so the
service sector is one step behind. Downstream markets (activities after production) could
use the opportunity to widen their portfolio with the development and offer of new
services. Especially small and medium-sized services companies and start-ups could
develop innovative services with the Big Data and intelligent devices in the B2B (Busi‐
ness-to-Business) area [6]. But to catch this chance, service companies have to design
their processes and organization due to the new Industry 4.0 elements [5]. At the same
time companies see in the process organization the introduction of software and simu‐
lation of processes as secondary compared with the increase of organizational effec‐
tiveness and continuous process management [42]. Hence the focus of service compa‐
nies was concentrated on process-oriented organization and less on innovation.

Industry 4.0 might be accompanied with resistance of the employees. It is expected that
the way people work is changing. The employee will set apart with mobile devices such as
smartphones and tablets [43]. Thus, new communication technologies and communication
species require both, an appropriate infrastructure and acceptance by the employees.
However employees will stay irreplaceable, but their tasks will change [8]. The ideal situa‐
tion is, however, the task design follows the “Best fit”, and so the strengths and interests of
employees and technology are used and best suited to each other. Therefore, technology,
organization and qualification should always be developed hand in hand [44]. For accept‐
ance, the process quality helps. A study shows that employees consider process quality and
the associated tasks and fulfillment of customer orientation as very important by structural
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changes [45]. “Surprises disturb the peace” [46]. The employees should be involved and
informed at an early stage in order to give them the chance of a certain preparation time of
changes.

With the increasing globalization of production companies the requirements to
service companies are increasing [47]. As a part of the integration process the merged
company has the chance of a comprehensive modernization of outdated information
systems and thus possibly the opportunity to catch up a competitive disadvantage [27].
The various information and communication tools (e.g. ERP systems) must be linked
not only within the existing business processes, but possibly to external partners, too.
In long-term consideration companies shall incorporate suppliers and customers auto‐
matically in relevant internal processes to share access to the same information [48].
Progressively less standardized, but much more knowledge-based services are required,
with corresponding additional complexity, but also complicate the entry barriers in the
market. With knowledge-intensive, low standardized activities can be higher profit
margins and higher profitability achieved [47], which is just for European companies in
the global context of interest.

After harmonizing the processes, the IT infrastructure should support the underlying
processes to achieve the business objectives [49]. “IT standardization follows process
standardization – not vice-versa” [50] – although both are different, there is a strong
relationship. As the control and coordination of processes in smart factories take place
in real-time, individual process steps have to be standardized first [48]. Process stand‐
ardization is often facilitated by IT [51]. Not for nothing is IT identified as one of six
core elements of Business Process Management [52]. The linkage of IT systems with
BPM is already today one of the most advanced methodologies. Process modeling or
process simulation with automated workflow systems is strongly oriented on the existing
business processes and the company´s organization under the use of computer systems
and its applications [53].

Returning to Quality 4.0, arising from Industry 4.0, huge opportunities in knowledge
management and risk management could be achieved with a smart information tech‐
nology [54]. Due to the existing Big Data risk management is greatly mathematized and
professionalized so that a new dimension of risk assessment will be available. An own
and increased focus for this topic is dedicated, conceivable is an expert with the interface
Risk Management and Data Scientist [54]. Already today numerous metrics through
PDM (Product data management), ERP and CAQ systems are offered to the management
system that support both, productivity and efficiency in the identification of process and
development defects and makes the quality system measurable and its strategic direction
defined [55].

The results show far too low knowledge about Industry 4.0 in the companies. The
integration of Industry 4.0 effectively did not take place in any of the respondents’
organizations yet.

Especially quality managers shall be well informed about new trends and develop‐
ments in quality management environment. “Industry 4.0” and ideally “Quality 4.0”
should be well known buzz phrases for each single employee in a process or quality
department and IT department, as well as organizational development or in the post-
merger integration often involved external consultants. This group of people should be
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well informed and in a strong interchange to each other to sensibilize senior management
about the importance and influence of Quality 4.0, either there is a decision against
Quality 4.0 in a company at the moment.

6 Conclusion and Limitations

The objective of this article is to discover the significance of Industry 4.0 respectively
Quality 4.0 in the service sector and its influence during process harmonization. A
systematic literature review and empirical analysis were executed. As a central result
can be concluded there is stagnation in publications of “Industry 4.0” articles since 2015
and quite few results for “Quality 4.0”. However Industry 4.0 is at an early stage of
implementation even in production industry, thus it is still of enormous interest.

Within practioners there seem to be a significant lack of understanding Industry 4.0.
The majority of consulted experts did not have any association with the term “Industry
4.0”. A massive elucidation and information about Industry 4.0 in practice is demanded.
The key result of expert interviews demonstrates that Industry 4.0 has no influence in
process harmonization, corresponding elements and supportive IT tools. In none of the
service organizations are any intrinsic endeavors for implementing Industry 4.0 elements
intended. Downstream markets could profit immense from the accompanied potential,
e.g. with the implementation of corresponding ERP systems.

The author would like to indicate to following limitations: The number of experts is
too low to conclude to a broad mass. On the other hand a survey of Fraunhofer IOT
came to the same result. The second limitation lies in the literature review. A broader
survey of more databases might reach a more detailed result. But the intended scope of
the literature review is covered.

This article represents an important contribution to the significance of Industry 4.0
in practice of service companies in the post merger integration. Although the sum shows
a publication decrease in 2016 there is still much room for further research. This study
implies following suggestions: First, more investigation is needed to find out more about
the interface of Industry 4.0 and process harmonization. Second, research should focus
on the influence of Industry 4.0 in direction of quality management in the sense of
Quality 4.0. Third, the readiness of service companies for Quality 4.0 aspects is not
given at the moment, therefore corresponding methodologies and tools are required. The
poor search results for “Quality 4.0” demonstrate a wide field of future research. Fourth,
further research is needed how service companies can make themselves ready for the
cyber-physical future.
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Abstract. Enterprise resource planning (ERP) systems in the cloud are nowa‐
days offered with different service models and deployment options. Depending
on these models and options, the degree of flexibility varies as to what the
customer gets with regard to customization requirements. Based on an empirical
study of cloud ERP systems on the market, the paper focuses on the customization
approaches applied by the vendors and the resulting degree of flexibility for
adapting specific system elements. Our research shows that different customiza‐
tion options, beyond parameter-based configuration, are usually incorporated into
the vendors’ customization strategies. The flexibility depends to a large extent on
the maturity of the system, i.e., is it a cloud-native or a cloud-enabled solution.

Keywords: Customization · Flexibility · ERP · Cloud · SaaS · On-demand

1 Introduction

In the past, enterprise resource planning (ERP) systems were usually installed as on-
premise systems, i.e. on computers and infrastructure located on the customer’s
premises. More recently, alternative software delivery models have emerged,
allowing software vendors to reach larger numbers of customers. Based on the cloud
computing paradigm, business software is now also provided in the form of on-
demand services via the Internet [1, p. 132]. In recent years, interest among soft‐
ware vendors in general and ERP vendors in particular to employ cloud-based
delivery models for their products has risen [2]. More and more ERP systems are
nowadays offered as “cloud” or “on-demand” solutions.

Various approaches exist as to how software can be deployed in the cloud and how
it can be delivered to the customer (cf. [3]). A common distinction is based on the
NIST’s (National Institute of Standards and Technology) definition of service
models: Software-as-a-Service (SaaS), Platform-as-a-Service (PaaS), and Infrastruc‐
ture-as-a-Service (IaaS). These service models mainly use private, public, or hybrid
clouds [4].

Regardless of how an ERP system is made available to the customer, it must be
flexible in the sense that it allows adaptation to the specific requirements of the
customer’s organization. The process of adapting a business system to the needs of
the client is usually called customization [5, p. 167]. Hence, the term customiza‐
bility (or flexibility [1]) stands for a business system’s internal property that it can
be modified according to the customer’s requirements.
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To reach an appropriate level of flexibility, the customization approach must be
planned early in the software life cycle and anchored in the architectural design of the
software [6, p. 19]. However, few cloud ERP systems on the market were designed from
scratch, in accordance with the SaaS delivery model. As can be seen from market anal‐
yses [2, 7], many former on-premise systems are nowadays also being offered as cloud
solutions. Traditional ERP vendors increasingly modify their on-premise systems in
order to realize the economies of scale of cloud computing.

According to the maturity model [8], an on-premise system can be transformed in
steps to be fully compliant with the SaaS model. This transformation process often
requires a significant reengineering of the system architecture. The highest maturity level
is reached when the system is capable of serving multiple clients with only one software
instance, ensuring high scalability and configurability.

However, many cloud-enabled systems are not capable of serving multiple clients
with the same software instance or do not scale as effectively as fully compliant SaaS
applications. In the sense of SaaS compliancy, their architecture is still immature, forcing
the vendor to invest in further development to truly benefit from the advantages of
SaaS [3].

Despite the fact that many authors acknowledge the need to customize cloud-based
ERP systems, this problem has not been examined thoroughly. In particular, research
investigating different customization approaches and/or existing cloud ERP systems
with respect to the flexibility they provide is lacking (cf. [1, p. 139], [9, p. 4223]). This
paper aims to fill the gap with the help of a survey-based study, focusing on cloud ERP
systems that are available on the market.

The paper is organized as follows. In the next section, our preliminary research is
presented, and common customization tasks and approaches are described. Section 3
outlines the design of our study and provides an overview of the data gathering process.
In Sect. 4, the results of the study are statistically analyzed, and findings are discussed.
Section 5 concludes the paper with a brief summary and an outlook to future research.

2 Background

2.1 Previous Research

Authors focusing on the adoption of cloud-based ERP systems usually name customi‐
zation as one of the major challenges (e.g. [10, p. 154], [11, p. 433]). Some researchers
(e.g. [2, 12, 13]) state that ERP systems provided as SaaS are not suitable for customers
requiring extensive customization. Limited adaptability, problems to integrate them with
other business software (cf. [14, p. 8]), and lack of customization features are mentioned
as further drawbacks [1].

On the other hand, cloud ERP vendors claim that their systems offer comprehensive
adaptability and flexibility (e.g. [15, 16]). While some studies (e.g. [10, 12]) conclude
that customization beyond a few predefined configuration options is not provided, others
show that customization techniques known from on-premise ERP systems can be
applied [17].
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In-depth studies focusing on the customizability of cloud-based ERP systems are
rare. Exceptions are [18, 19], where innovative customization concepts and tools
beyond the customization framework known from on-premise systems are
presented.

In summary, previous research on the customizability of cloud-based ERP
systems is inconclusive, indicating that further investigations are needed. It should
also be noted that the continuing growth of the cloud market and the diversity of
deployment options make it difficult to interpret other research. Authors often fall
short of providing information about the underlying service-delivery and cloud-
deployment models. Some studies regarding customization of cloud-based ERP
systems are mostly based on one specific ERP system (cf. [20, 21]).

Customizability of cloud applications in general is a broadly discussed topic in
academia. Most researchers exhibit skepticism, for the same arguments that are in place
for the SaaS model.

Software-as-a-service has been the preferred way of providing an ERP system
to the customer via the cloud, as this delivery model allows the vendor to exploit
economies of scale well. Nowadays, many vendors extend their application soft‐
ware with PaaS services [9, p. 4222] or even IaaS [7]. With PaaS and IaaS, more
powerful customization approaches can be incorporated into the vendor’s customi‐
zation strategy. On the customer’s side, deployment in a private cloud [2, p. 13] is
gaining popularity, making more individualization within the software possible.

Bearing this in mind, the question of how much flexibility cloud ERP systems do
provide is not straightforward to answer.

2.2 Common Customization Requirements

The main reason for the need to customize are misalignments between the business
requirements of the client and the standards contained in the ERP system. The typology
provided by [22, p. 48] distinguishes misalignments related to the data layer, the logic
layer, and the presentation layer.

According to Mijac et al. [1, p. 135], customization requirements regarding cloud-
based ERP systems do not differ from the requirements regarding on-premise systems.
In both cases, the vendor has to provide an adequate degree of flexibility to be able to
ensure a satisfactory system adoption level [10, 23].

Taking into account the diversity of individual companies, it is not possible to
address all potential customization requirements within this paper. Instead, our study
focuses on common customization tasks that are typical for many ERP implemen‐
tations.

Based on a literature study (namely [6, 24–26]), common customization require‐
ments were identified. Next, these requirements were grouped into nine categories,
according to the system element(s) they affect. Table 1 summarizes the categories.
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Table 1. Common customization requirements

System element Customization requirement
Analytics Defining individual key figures, diagrams, and reports. Extending

dashboards and predetermined data sources
System windows Adapting the user interface according to the business requirements.

This comprises adjustments to the corporate identity and
nomenclature, repositioning or activation/deactivation of input
fields, and more

Business processes Adapting preconfigured workflows to reflect the business processes
or procedures required by the organization

Custom functionality Developing individual functional extensions and integrating these
extensions with the system

Organizational structure Adapting the organizational structure within the system to reflect the
actual business organization

Business objects Defining individual data structures and/or extension of standardized
business objects with new data fields

Integration with other
systems

Integrating the system with other business software and web-based
services

Parameter settings Configuring the system’s look-and-feel through changing values of
predefined system parameters

Set of system modules Setting up an individual system from the set of predefined functional
components (modules)

For each of the system elements in the first column of Table 1, the level of flexibility
provided by the ERP systems under study will be described and discussed below (cf.
Sect. 4.1).

2.3 Customization Approaches

Vendors of ERP standard software usually offer different customization approaches,
based on their customization strategy. A customization strategy determines how and to
which extent the system can be adjusted to the customer’ needs (cf. [6, p. 19]). Studies
of on-demand ERP systems usually differentiate only between codeless and code-based
adjustments (e.g. [21]), stating that code-based adjustments are normally not feasible
(e.g. [27]).

In earlier research on the customization of on-premise ERP systems, a number
of typologies used by ERP vendors were identified (i.e. [28–31]). Some of these
typologies, however, are not up-to-date any more, not suited for analyzing modern
software [9, p. 4220]. Therefore, we use the reference model presented in [5], which
appears to provide the most adequate categorization of customization options.
Table 2 gives a brief overview of these options.
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Table 2. Common customization approaches (based on [5])

Approach Description
Composition Putting together an individual set of predefined system components

that together constitute a custom solution
Parametrization Adjusting the system’s functionality and data structures by setting

values of predetermined system parameters
Model-based code
generation

Automatic generation of program code and/or database schemata
based on an information model. Adjustments are made on the level
of the information model, which serves as input to code generation

Extension points Extending the system’s functionality through custom code embedded
in predefined places of the ERP system’s code (so called extension
points, also known as user exits)

Application
programming interfaces
(APIs)

Developing code extensions that use pre-fabricated system
components

Extension Code-based development of new components outside the ERP
system. New components provide functionality not available in the
standard system

Code modification Making changes directly in the ERP system’s code

3 Study Overview

For the purpose of our study, a quantitative research approach based on a survey was
applied. This approach seemed to be appropriate as the research strives to compare the
customization strategies of many different vendors and to recognize overall patterns.

The initial step in preparing the study was to identify ERP vendors who make their
offerings available in the cloud. This step was conducted based on an analysis of confer‐
ence papers, journal articles, current market reports, ratings, etc. It ended with a sample
of 33 vendors offering a portfolio of 37 cloud-based ERP systems.

In order to ensure high information quality, the study focused on persons with the
necessary technical domain expertise, i.e. product managers, system architects, devel‐
opers, and consultants. The respondents were chosen intentionally, based on a purposive
sampling strategy [32, p. 231]. This strategy is most effective when the study comprises
a domain where knowledgeable experts exists. For the purpose of the study, 98 practi‐
tioners on the vendors’ side were identified and invited to participate in an online survey.

In addition to general questions regarding the system and service architecture, most
survey questions were about particular customization options (cf. Sect. 2.2) and the
customizability of individual system elements (cf. Sect. 2.3). The answers were meas‐
ured on a five-point Likert scale (0 – “not supported” to 4 – “fully supported”).

The survey returned 25 valid responses referring to 25 different cloud ERP systems.
The gathered data were analyzed with the help of statistical software – IBM SPSS
Statistics 23.

All ERP systems are cloud-based, however, their compliancy with the SaaS delivery
model varies. 68% are cloud-enabled, which means that they were previously offered as
on-premise systems. 32% are cloud-native solutions, i.e. designed for the cloud from
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scratch. While 48% of the systems are primarily offered in a public cloud, 52% are
deployed in a (hosted) private cloud. According to the gathered data, 16% of the offerings
are PaaS enabled.

4 Study Results

In this section, we present the results of the survey-based study and discuss the major
findings.

4.1 Adaptation Possibilities

In the first part of the survey, questions referring to the flexibility of the systems were
asked. Respondents had to rate the extent to which a particular system element can be
customized by an administrative user. An administrative user is a user who has enough
privileges and expertise to perform system changes affecting the entire company.

The survey results are shown in Fig. 1.

Fig. 1. Extent of client-side customizing

According to the respondents, administrators can perform changes to the system
scope by modifying the set of system modules in 48%. Setting parameters is almost
always available (96%). In nearly 96% of the cases, administrative users are allowed to
adapt system windows, and in 92% to adjust the organizational structures.

64% of the systems allow the customer to individualize business objects. More than
half (56%) let an administrative user perform changes to the way the analytics module
works. Integration with other business software and web services is possible with nearly
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every other system (48%). Fairly limited are the options to include functional extensions
(only 36%) and to adapt the workflows (32%) without the vendor’s support.

With respect to the level of flexibility, the two highest-rated system elements are
organizational structure (average 3.20) and parameter settings (2.36), followed by
system windows (2.32) and business objects (1.88). Business processes were mostly
perceived as providing little flexibility and hence rated low (0.68).

Splitting up the level of flexibility according to system layers, respondents rated
flexibility of the user interface (2.34) higher than flexibility of the data layer (1.88) and
flexibility of the business logic layer (1.55).

Comparing cloud-native with cloud-enabled ERP systems, statistically significant
inhomogeneities in the mean ranks of set of system modules and integration with other
business systems were identified.1 For both of these system elements, cloud-native ERP
systems exhibited significantly higher flexibility than cloud-enabled systems. This result
suggests that vendors of mature cloud-based ERP systems do provide client-side admin‐
istrators with appropriate tools.

This finding is supported by earlier research showing that some cloud-native ERP
systems are equipped with built-in tools and features supporting individual arrangement
of modules [21] and integration with other web-based services and applications [20].
Integrated tools not only reduce the complexity of customization, but also significantly
speed up the customization and integration process.

Another finding worth mentioning is the important role of Platform-as-a-Service in
client-side customizing. According to the study results, PaaS-based ERP systems
provide administrative users with more comprehensive customization possibilities
regarding almost all system elements under discussion.

Figure 2 illustrates the positive effect of a dedicated development platform around
a cloud-based ERP system on the extent of adjustments an administrative user can make.

1 Differences in mean ranks are statistically significant according to the Mann-Whitney U
(MWU) test, p < 0.05.

Fig. 2. Comparison of client-side customization depending on the maturity level
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The radar diagram compares the mean ranks calculated for three system groups – PaaS-
based, cloud-native and cloud-enabled – and for each system element.

In an MWU test, statistically significant (p < 0.05) differences between PaaS and
non-PaaS ERP systems in the extent of customization an administrative user can perform
were detected. The test results indicate that PaaS-based systems allow more extensive
functional changes, especially development of custom business and integration logic.
In the diagram, those system elements for which PaaS-enabled ERP systems scored
significantly higher than non-PaaS systems were marked with a * symbol.

4.2 Preferred Customization Approaches

The second part of the study compared general customization strategies followed by the
vendors of cloud-based ERP systems.

When asked which customization approaches are incorporated in their strategy, most
vendors named parametrization, composition, extension, and APIs (cf. Table 3).

Table 3. Customization approaches

Approach Count Percent
Composition 22 88
Parametrization 25 100
Model-based code generation 4 16
Extension points 10 40
APIs 20 80
Extension 21 84
Code modification 4 16

Surprisingly, 16% of the respondents named code modification as a viable custom‐
ization option. These answers needed further clarification. We asked the respondents
and were told that some modifications of the code are still possible when the system is
deployed to a private cloud. This would actually require the vendor to offer code-based
modifications as an additional service, beyond the standard subscription license.
However, none of the vendors we asked allows their clients to make code changes on
their own nor do they provide tools for code modification.

The survey results clearly confirm that various customization options, beyond
parameter-based configuration, are in place. For each system in the study, at least three
options were incorporated in the vendor’s customization strategy and exposed to the
customer.

Next, we tried to evaluate the importance of each customization option within the
vendor’s overall customization strategy. Figure 3 summarizes the results.

The highest-rated customization approaches were parametrization (3.28) and compo‐
sition (2.96), followed by extensions (2.20) and application programming interfaces
(1.76). Modification of the system’s code (0.36) and model-based generation (0.20)
received significantly lower values.
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Fig. 3. Customization options

A general observation is that code-based customization was rated higher for private
clouds than for public clouds, whereas the opposite is true for codeless customization.
However, statistically significant (MWU test, p < 0.05) differences between private and
public cloud deployment were only detected for parametrization and code modification.

These findings are in accordance with other research, [9, p. 4226], [21, p. 479], stating
that vendors who offer their systems in public clouds mostly rely on parametrization as
the preferred customization approach, refraining from code-based customization.
Systems provided in public clouds are designed to support many clients with only one
software instance (multitenancy concept [33]) and hence require a stable code basis,
avoiding or minimizing customer-specific updates [34].

Comparing the results of the first and the second parts of our study, it can be
concluded that vendors do realize that the degree to which they provide client-side
customization features is an important factor for the client’s willingness to adopt the
system (cf. [10, 23]). This is indicated by the fact that those vendors who rated compo‐
sition and parametrization higher also stressed that administrative users should be
allowed to make more extensive changes regarding the set of system modules and the
parameter settings (cf. Fig 2).

The test results show a high and significant (p < 0.05) correlation (Spearman’s Rho,
r = 0.680) between the role composition plays within the vendor’s customization
strategy and the extent to which the set of system modules can be changed by an admin‐
istrative system user. In the case of parameter settings, a low but also significant corre‐
lation (Spearman’s Rho, r = 0.359) between their role and the degree of flexibility
provided to the customer was found.
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5 Summary and Outlook

This paper discussed customization requirements and options offered by cloud-
based ERP systems. Based on a survey, quantitative methods were used to analyze
customization concepts of twenty-five cloud-based ERP systems.

Our discussion showed that, on the one hand, different customization options
beyond parameter-based configuration are available for most cloud ERP systems.
On the other hand, a gap between the customization strategies for mature and
immature cloud systems can be observed. Especially differences regarding code-
based and codeless customization approaches were identified. According to the
study results, vendors who offer cloud-native ERP systems usually provide more
extensive configuration and integration options than vendors whose solutions are
cloud-enabled only.

Whereas many customization requirements can already be solved with the help
of built-in customization tools, a development platform with services around the
underlying ERP system allows the vendor to significantly extend the customiza‐
tion options offered to their customers.

In general, however, ERP systems available in the cloud differ significantly
regarding the level of customization they allow. Our study showed that the fact
whether an ERP system is deployed just as a service (SaaS) or with a platform
around it (PaaS) has an influence on the degree of flexibility the customer gets.

Having this in mind, “cloud-based” ERP systems should not be seen as a unified
architectural concept. In order to be able to adequately compare different cloud-
based systems, these systems should be differentiated according to their maturity
or the underlying cloud architecture.

Our study is exploratory and not exhaustive. The number of vendors and
systems we were able to investigate in the different maturity categories are rela‐
tively small. The study should be seen as a first attempt to understand the differ‐
ences in flexibility provided by cloud-based ERP systems and to explain possible
reasons why academia and industry report about this quite differently (e.g. [1, 9,
11]).

In future research, we plan to extend the scope of the study to more vendors and
cloud ERP systems, and to empirically evaluate the flexibility of different systems
based on concrete case studies.
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